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ABSTRACT

An ethical value structure is presented as a two-type by three-target matrix entitled the Corporate
Character Ethical VValue Matrix. Labels for the six cells in the matrix come from work by
Josephson and Schwartz. The six labels are Trustworthiness, Responsibility, Respect, Caring,
Fairness and Citizenship. Development of the model, its relation to business ethics and other
literature is presented as well as directions for future research.

INTRODUCTION

“Individuals act as they do because of their values. The value sets of individuals provide
strong reasons for action, and the most dear values are ones we call “moral values” or
“ethical values.” [6]

Freeman & Gilbert [6] among others make a strong case that ethics and ethical values should be
a key component of the strategic process yet defining ethics and ethical values is a difficult task.
Codes of ethics are commonplace and in fact many stock exchanges require codes of ethics with
specific elements in order to list a company [28]. Codes however, are only a portion of the
picture and many companies, including Enron, have had codes of ethics yet demonstrated
behavior that was not ethical [28].

Kababoff, Waldersee & Cohen [12] pointed out several shortcomings in research on
organizational values including a lack of theory development. “Although a variety of value
dimensions have been identified via researchers intuition, surveys of the literature and factor
analysis, there is an absence of well-specified theories of organizational values” [12, p. 1097].
While ethics has arguably received more attention in the literature and the classroom over the
last decade, current economic conditions and business practices in the news continue to raise
ethical concerns. Despite attempts to correct these shortcomings, well specified theories are still
in short supply.

If values, especially ethical values, are important to business ethical conduct, researchers in this
area must answer three immediate questions: (1) What is an ethical value? (2) How can ethical
values be classified? and (3) How can ethical values be measured? This paper presents answers
to the first two of these questions as well as suggestions toward answering the third.

Schwartz [21][22][23] draws upon ethical values suggested by Josephson [10][11] to suggest that

there are six basic values that should be incorporated in a business’s code of ethics. These values
according to Schwartz et. al. are:
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Trustworthiness (including notions of honesty, integrity, reliability, and loyalty);
Respect (including notions of respect for human rights);

Responsibility (including notions of accountability);

Fairness (including notions of process, impartiality and equity);

Caring (including notions of avoiding unnecessary harm);

Citizenship (including notions of obeying laws and protecting the environment). [21, pp.
29-30]

ocoukrwhE

These six values or moral standards are argued to be “universal in nature, in that they can be
considered of fundamental importance regardless of time, circumstance, cultural beliefs, or
religious convictions.” [21, p. 30]

Problem and Purpose

While there may be little argument that the values derived from the Josephson Institute and
reinforced by Schwartz are good values for a business or a person in business to have, the claim
that this is a universal list is more difficult to support. Does this list of six values adequately
cover the domain of ethical values sufficiently to be used in future research and how can these
values be more specifically classified and defined? Assuming that reasonable arguments can be
made for the adequacy of domain coverage and for clear classifications and definitions,
measurements must be established for these values to make them truly useful for research
purposes.

The purpose of this research is to address these questions by presenting a classification structure
for these ethical values known as the Corporate Character Ethical Value Matrix or CC-EVM
which proposes an outline of the domain of ethical values and can be used to more clearly define
and classify the values within that domain. From that point, this paper makes recommendations
toward developing measures for these values.

Definition of an ethical value

This study draws on Rokeach’s [20] work on values. “A value is an enduring belief that a
specific mode of conduct or end-state of existence is personally or socially preferable to an
opposite or converse mode of conduct or end-state of existence.” [20, p. 5] Terminal values are
those concerning end-states of existence or quantifiable goals. Instrumental values concern
modes of conduct or behavior to reach goals. To value making a profit is a terminal value, while
to value making that profit through superior performance is an instrumental value.

Rokeach [20] presented seven ways values serve as multifaceted standards guiding behavior. As
presented by Rokeach [20], values:(1) influence positions on social issues, (2) influence
predispositions toward political or religious ideologies, (3) guide self-presentations, (4) serve as
standards for evaluations of self and others, (5) serve as a basis of comparisons of competence
and morality, (6) serve as standards to persuade and influence others, and (7) serve as standards
to rationalize otherwise unacceptable beliefs, attitudes, and actions to protect, maintain, and
enhance self-esteem.
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In short, values are guides to behavior, as well as standards by which to judge behavior. This
study defines an ethical value as: an instrumental value serving as a guide or standard for
ethical behavior. “Ethical values” in this definition are equivalent to “moral values.” [20]
“Moral values refer only to certain kinds of instrumental values, to those that have an
interpersonal focus which, when violated, arouse pangs of conscience or feelings of guilt for
wrongdoing” [20, p. 9]. Ethical values then function as a guide or standard for right or good
interpersonal behavior.

Nicholson [18] presupposed that ethical behavior by companies and individuals exists due to one
of three reasons: they can afford it, they are compelled to it, or they are inspired to it. Nicholson
questioned the possibility of delineating behavior or goals with an ethical component from those
which do not have an ethical component. If all actions have ethical components, no behavior of
either an individual or an organization can be free from ethical analysis. [18]

This paper accepts Nicholson’s argument and thus contends that any behavior by an organization
or individual within an organization must fit within a given classification structure in order for
that classification structure to be considered to cover the domain of business ethics values.

THEORY: THE CORPORATE CHARACTER ETHICAL VALUE MATRIX (CC-EVM)

From a behavioral standpoint, several streams of research define “good” or “right” behavior in
an organizational context. In addition to the business ethics literature, the theory proposed in this
research draws upon several areas of literature including trust and organizational citizenship
behavior. Corporate character as defined here is a value structure that guides individual behavior
in an organizational context. The corporate character value structure consists of instrumental
ethical values or areas of behavior arranged in a two dimensional matrix we will refer to as the
Corporate Character Ethical Value Matrix, or CC-EVM. The two dimensions of the CC-EVM
are types of behaviors and targets of behaviors. The CC-EVM theory defines two ethical
behavior types and three ethical behavior targets creating six areas for ethical behavior.

The Type Dimension — Continuance and Proactive Values

Trust, including consumer trust [5] continues to be a key element in business ethics research.
Hosmer [7] defined trust as “the result of ‘right,” ‘just,” and ‘fair’ behavior -- that is, morally
correct decisions and actions based upon the ethical principles of analysis -- that recognizes and
protects the rights and interests of others within society” [7, p. 399]. This definition creates a
direct link between trust and ethics in that both concern right, just, and fair behavior. Hosmer
pointed out that trust was accompanied by an “expectation of generous or helpful or, at the very
least, non-harmful behavior on the part of the trusted person, group, or firm” [7, p.392]. This
distinction between helpful and non-harmful types of behavior forms the basis for the first
dimension of the CC-EVM, ethical behavior types.

Based on the helpful/non-harmful distinction, the CC-EVM theory presented in this study

categorizes ethical behaviors in two types: proactive (helpful), seeking to improve the status
quo; or continuance (non-harmful), seeking only to maintain the status quo. If support exists
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for the CC-EVM theory, the existence of a proactive behavior (doing the right thing) or the
absence of a continuance behavior (avoiding improper behavior) would explain both positive and
negative modifications in the status quo. A third type of behavior — harmful — would not meet
the definition of an ethical behavior and thus does not warrant a separate category. A neutral
behavior would by definition be non-harmful and would thus be categorized as continuance.

It is critical to note that the categorization of a specific behavior may be context or role specific.
If an individual’s job requires a behavior, the CC-EVM theory defines that behavior as
continuance in that failure to perform that behavior has negative consequences. If the behavior is
positive and not required by the individual’s job, that behavior is proactive. This dichotomy
between continuance and proactive behaviors is similar in nature to that discussed in
organizational citizenship behavior (OCB) literature [13].

This theoretical classification categorizes not the individual behaviors and their consequences,
but the values that guide those behaviors. A possible example might be a follow-up phone call
after a service is rendered. If an individual’s job requires that they make such a call and they fail
to, that behavior could be considered un-ethical in that they violated their job requirements. If
they were required to make the call and they did so, that would be a continuance behavior. If
they are not required to make the call, and they do so then that could be considered a proactive
behavior.

The Target Dimension — Task, Consideration-Specific and Consideration-General Values

The other dimension of the CC-EVM is behavior targets. Ethical behavior-types classify
behavior as preventing harm or doing good, ethical behavior-targets classify behavior as
preventing harm or doing good to what or whom. The CC-EVM first divides targets of behavior
into two major categories along the lines of the task vs. relationship dichotomy established by the
Michigan and Ohio State studies [30]. Task targets concern behaviors toward achieving the
formal goals of the organization. Behaviors which target tasks are generally measurable and
clearly defined. The ethical element of task-targeted behaviors comes from the indirect effect of
the task-behavior on relationships, and not a direct consequence of the task.

All business ethics deal with relationships [1]. To avoid confusion in terminology, the term
“consideration” replaces the use of the term “relationship” as a category of behavior-targets.
The multidimensional nature of trust found throughout the trust literature supports the
expectation of the target dimension of consideration. Consideration behaviors are those that
affect relationships directly rather than through the performance of a task. Mayer, Davis &
Schoorman [15] defined trust in terms of ability, benevolence and integrity; Butler and Cantrell
[4] listed integrity, competence, consistency, loyalty, and openness; Rempel, Holmes and Zanna
[19] listed predictability, dependability and faith. Implicit in all these lists of trust factors are
elements of task behavior (e.g., ability, competence, predictability) and consideration behavior
(e.q., benevolence, openness and faith).

The organizational citizenship literature provides an additional distinction along the target

dimension between local and distant consideration. Becker & Vance [3] referred to local and
distant altruism: (1) local-altruism is citizenship behavior directed at individuals with whom the
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acting individual has direct or face-to-face interaction, (2) distant-altruism is citizenship behavior
directed at more general groups of individuals outside direct interaction. By similar logic,
consideration behaviors act upon either specific or general relationships. Specific relationships
involve identifiable parties. Examples of specific relationships include: leader-subordinate,
employee-workgroup (if all members of the workgroup are known), coworker-coworker, and
salesperson-customer. Generalized relationships involve one or more parties classified as
categories of people rather than as individuals. These categories of people can be either large or
small, but within which there are unidentifiable parties. Examples of general relationships
include: company-stockholders, company-customer base and, individual-society. Targets of
behavior divide into three categories: task, consideration-specific, and consideration-general.
The final result of this categorization then, is a 2 x 3 matrix of values serving as types of, or
guides to, ethical behaviors. The matrix contains six values organized as a value structure.

Labels for the Cells of the Corporate Character Ethical Value Matrix

The Josephson Institute of Ethics uses six labels that they refer to as the “Pillars” of ethics [9]
[10]: Trustworthiness, Responsibility, Respect, Caring, Fairness and Justice, and Citizenship and
Civic Virtue. Empirical research has largely ignored these six values as unique constructs,
although they are adopted as values by Schwartz et.al. [21][22][23]. Despite the lack of
empirical research evidence several organizations have accepted these six values as reasonable
expressions of ethical values including: Big Brothers/Big Sisters of America, 4-H, Boys and
Girls Club and the United Way. [9]

The wide public acceptance of these “pillars” as reasonable ethical values combined with
Schwartz’s work indicates that the six words may serve as a plausible set of labels for the cells of
the CC-EVM. Figure 1 shows the CC-EVM with the six labels in place. The following section
will outline the reasoning behind the placement of the labels.

Figure 1: The Corporate Character Ethical Values Matrix (CC-EVM)

Targets Types Task ConS|de_ra_1t|on- Consideration-
specific general
CILENDE Trustworthiness Respect Justice &
(Non-Harmful) P Fairness
Proactive - : Citizenship &
(Helpful) Responsibility Caring Civic Virtue

VARIABLES WITHIN THE CC-EVM

Trustworthiness: Continuance type -- Task target

Trustworthiness, as defined here, concerns primarily ability and competence. McAllister [16]
drew a distinction between affect-based trust and cognition-based trust, affect-based trust rooted
in “reciprocal interpersonal care and concern” [16, p.25] and cognition-based trust in “individual
beliefs about peer reliability and dependability.” [16, p.25] Central elements of cognition based-
trust include competence and dependability which are the primary elements considered in the
CC-EVM definition of trustworthiness. Elements of trust that might be more affective would be
categorized in the “responsibility” and “caring” areas of the CC-EVM.
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If an individual cannot (by lack of ability) do something, he or she is not trustworthy in that
capacity. As a value or guide to behavior, trustworthiness deals with behaviors that are expected
and demonstrate relevant competence at handling tasks or dealing with information, as required
by the individual’s occupation. Again, this is context specific — in general one may consider
either a brain surgeon or auto mechanic to be “trustworthy” but we might not “trust” the surgeon
to work on our car or vice versa. This label then refers to having the ability, competence and
meeting the organizational and stakeholder expectations in relation to a task.

Responsibility: Proactive type — Task target

Responsibility is task behavior taken on by the individual with the end of improving
relationships as a consequence of the task, and thus improving the status quo. Part of the CC-
EVM*s definition of responsibility is explained by the distinction between getting the job done
(as in the definition of trustworthiness) and getting the job done well. The CC-EVM theory
asserts that an individual who highly values responsibility will seek to do the job well —that is to
exceed expectations. The CC-EVM’s definition of responsibility also includes task behaviors
that are beyond the individual’s job description, but benefit the organization. This second
element of the definition is similar to the conceptualization of extra-role behaviors [2].

Respect: Continuance type -- Consideration-Specific target

The respect value dimension guides behaviors preventing the deterioration of existing
relationships. Many of these behaviors equate with social etiquette (e.g., acknowledging
someone’s entrance into a room, a cordial greeting, shaking hands). Only in the absence of these
behaviors do individuals feel others are not showing respect. In the CC-EVM definition, respect
is a granted rather than an earned concept. The CC-EVM theory predicts that individuals high on
the respect dimension would exhibit these behaviors to new specific relationships as well as to
long-term colleagues.

Two important issues should be noted at this point. First, for a consideration target to be specific
rather than general the critical factor is the ability to identify the parties of the relationship rather
than the depth of the relationship. The value of respect (continuance/consideration specific) is
static whereas the behaviors that the value may engender may change based on the depth of the
relationship. For instance one shows respect for a new acquaintance in typically more formal
ways whereas respect may be demonstrated more casually with an individual one knows well.
Second, it is important to note that the behaviors that demonstrate this value are going to be
culturally bound.

Caring: Proactive type -- Consideration-Specific target

McAllister’s affective based trust “reciprocal interpersonal care and concern” [16, p.25]
coincides with the CC-EVM’s definition of caring. The caring value is characterized by
behaviors toward a specific relationship intended to improve the relationship. This concept is
similar to the “caring” ethical climate dimension found by Victor and Cullen [27]. Wimbush and
Shepard [29] defined that dimension as follows: “In an ethical climate dominated by the “caring”
dimension, employees would have a sincere interest for the well-being of each other, as well as
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others within and outside of the organization, who might be affected by their ethical decisions”
[29, p. 638].

The concept narrows here to include only those with whom the individual has a specific
relationship. Interest in general others would align with the citizenship dimension. Caring
behaviors go beyond social etiquette, extending into honest concern for improving relationships.

Fairness: Continuance type -- Consideration-General target

Fairness has been connected to management theories and business ethics throughout the last
century, although the conceptualization of fairness has evolved over time. [25] Fairness
embodies concepts of procedural and distributive justice. Behaviors linked to fairness seek
equitable distribution of opportunities and/or outcomes. Unlike respect, fairness does not require
that all the parties be identifiable — one can demonstrate fairness to a group of people without
knowing them directly. As with trustworthiness and respect, it is the absence of fairness that
causes the status quo to deteriorate.

Citizenship: Proactive type -- Consideration-General target

Van Dyne, Graham, and Dienesch [26] divided citizenship into civic citizenship and
organizational citizenship. Both civic and organizational citizenship fit within the citizenship
value definition presented here. Citizenship functions as caring extended to generalized others.
Citizenship, of the six CC-EVM constructs, is the value most concerned with the overall greatest
good, or utilitarian ethic. A key element of citizenship is participation [26].

These six variables, their interactions, and conflicts, combine to form the Corporate Character
Ethical Value Matrix (CC-EVM). To facilitate relevant research on the CC-EVM, this study
moved toward creating measures of the six constructs making up the CC-EVM, and establishing
the validity of those measures.

MEASUREMENT DEVELOPMENT

Earlier research tested the proposed CC-EVM theory by (1) testing the uniqueness of the
constructs in the CC-EVM, (2) developing a set of measures, and (3) testing these measures
against dependent variables of interest, in this case affective organizational commitment. This
research predicted the six components of the Corporate Character Construct to be measurable
and distinct. The measures used in the earlier study supported the distinction between the ethical
behavior targets (task/relationship specific/relationship general) but did not clearly factor into the
six cells that would fully support the proposed CC-EVM theory [24].

As an initial step in developing an improved measurement method for current and future
research, and to help establish face validity for the CC-EVM theory, the researcher conducted a
series of phone and face-to-face interviews business people in various industries. Interview
subjects included corporate ethics and compliance officers for several Fortune 500 companies, a
multi-national corporation CEO, several representatives of the banking/finance industry and
others. The interview subjects were asked separately about the task and target dimensions of the
CC-EVM, and then presented with the CC-EVM as a whole. This interview process to date
(ongoing as part of a continuing research program) has shed light on some methodological
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challenges in creating measurements for the CC-EVM, but has also reinforced the value of the
CC-EVM as a valid research endeavor.

Findings from Interviews

With only one exception, each of the interview participants found that the dimensions and the
matrix structure of the CC-EVM made cognitive sense and were understandable. The one
exception contended that values were too individually based to be categorized, and thus
dismissed the possibility that any research in this area could be of value.

A consistent question raised in the interviews dealt with how to measure these values. No
consensus emerged, however in general most agreed that research would have to look at either
very specific behaviors guided by the values and/or at general opinions on the values as a whole.
Even though there was no consensus on how to measure the values, there was a repeated
expression that the attempt to measure the values (and to measure ethics in general) had a value
to organizations. Many of the subjects, especially those at higher levels in the organizations,
stated that the act of measurement in itself and regardless of results had a positive impact on
behavior. This was true in their experience for surveys related to ethics as well as other areas.

Interviews and discussions indicated that one problem with the earlier study may be related to
the context or role specific nature of maintenance vs. proactive behaviors which creates a
difficulty in measuring the values that underlie the specific behaviors. Survey items describing
behaviors then need to be quite generic so that they avoid context specific factors, or the sample
needs to be sufficiently homogeneous in terms of context and role to allow responses to be
meaningfully categorized and interpreted. Methodological issues such as these are common in
business ethics research [14].

An additional problem in creating a measurement for each of these areas is that a given behavior
may be guided by multiple areas of the value structure. The same type of extra-role behaviors
that improve a relationship may in turn improve the ability to complete a task depending on
context.

A future study is planned with the intent to further refine the measures by eliminating items from
the first study that failed to distinctly load on a single factor, and by adding items intended to
more fully explore the full domain. These developed measures in conjunction with other
validated measures will be administered to a non-student sample. Other measures to be used
include the Shared Ethical Values Questionnaire [8] and the Organizational Commitment
Questionnaire [17]. Scales for the CC-EVM measures will be analyzed for reliability, and
correlation with the SEV and OCQ), as well as correlation among the measures themselves. The
items in the CC-EVM will be factor analyzed. The theory would predict a six-factor solution.

Conclusion:

This paper proposed three key questions for researchers in the area of ethical values: (1) What is
an ethical value? (2) How can ethical values be classified? and (3) How can ethical values be
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measured? The problems then are definition and description, organization and taxonomy, depth
and dimension.

The answer to the first question drew from Rokeach [20] in defining an ethical value as an
instrumental value serving as a guide or standard for ethical behavior and recognizing that
all behavior may have an ethical component, thus ethical values are in short guides and standards
for all behavior. The most significant contribution of this paper is the described CC-EVM which
seeks to answer the second question, that of classification, organization and taxonomy.

The CC-EVM matrix defines a structure by which ethical values can be classified, and provides
an important argument in favor of a six-value structure as proposed by Josephson and supported
by Schwartz et.al. While the labels as used may not exactly fit the Josephson or Schwartz
definitions, the CC-EVM taxonomy structure should provide a more discrete classification
structure than the simple lists they use.

A given behavior may be guided by multiple areas of the value structure, and context and role
differences between organizations and cultures may cause behaviors to be motivated by different
values. These problems raise methodological issues making depth and dimension measurements
difficult. While this research has yet to answer the third question, the future is promising for
continuing development of the CC-EVM theory.
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Abstract

There are three major flows in a supply chain — the physical flow of goods and services, information, and
funds. All are necessary if a supply chain is to function and flourish. The most visible flow is that of the
goods and services. In manufactured products, they originate in the extraction (mining) industries and
farms, and flow toward the consumer through fabricators, assemblers, distributors, and retailers.
Although not yet perfect, this flow is improving rapidly. For the most part, it receives major management
attention and resource commitment. Of the three supply chain flows, this one is in the most advanced
state of development. However, information and funds flow are equally important and in need of
extensive refinement before supply chains will be completely effective.
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Funds Flow along the Supply Chain

Introduction

Many companies, especially those growing rapidly, are discovering, or rediscovering, that profits are
different from cash flow. Does participation in a supply chain help or hinder cash flow? Sometimes, it
depends on where your company fits in the supply chain. Would companies like to improve their flow of
funds? Almost universally, especially small companies, who are often the most pressed for funds to pay
their bills.

What do we mean by cash flow? One definition is that “the financial supply chain is the flow and uses of
cash throughout the physical supply chain. Where products, services, and/or information are transferred,
there is an accompanying flow of cash.” (Roberts 2002)

We will use “funds” to describe the flow of money along the supply chain because most companies do not
use actual cash to satisfy their obligations. While the use of cash has decreased in business-to-business
transactions, it is still a significant factor with consumers. Rajamani, Geismar and Sriskandarajah (2006)
provide a comprehensive study of the supply chain used to keep cash flowing in the United States from
the U. S. mint through banks to ATMs to consumers. Some believe that cash has its disadvantages and
advocate programs to eliminate the use of cash. (Warwick 2004)

Flows in a supply chain

There are three major flows in a supply chain — the physical flow of goods and services, information, and
funds. All are necessary if a supply chain is to function and flourish.

The most visible flow is that of the goods and services. In manufactured products, they originate in the
extraction (mining) industries and farms, and flow toward the consumer through fabricators, assemblers,
distributors, and retailers. Although not yet perfect, this flow is improving rapidly. For the most part, it
receives major management attention and resource commitment. Of the three supply chain flows, this
one is in the most advanced state of development. Much has been written about this flow; we will not add
to its discussion in this article.

Information flow is also receiving a great deal of attention. A supply chain requires only a minimal amount
of required information, such as customer purchase orders, shipping notices, and invoices, to keep it
operating. Most companies provide this information willingly and promptly. This minimal information is
necessary to create the flow of funds along the supply chain. Additional information flows on a voluntary
basis among supply chain participants. This includes sales results, demand forecasts, and plans for
special events, such as sales or product promotions. This additional information makes it possible for
goods and services to flow faster and more smoothly. It also helps funds to flow more smoothly.
Information flows in both directions — toward the consumer and from the consumer up the supply chain
toward the suppliers. New technologies, and advances in collaboration among supply chain participants,
is making information flow better, although it still encounters some turbulence in most supply chains.

Funds flow, or the flow of money, is required in a supply chain. The money flows from the consumer
upstream in a supply chain until all suppliers have received payment for the goods and services they
provided. Although there are other funds flow in a company, such as for equipment purchases and
payroll, we will only be concerned with the flow along the supply chain, which affects the working capital
of a company — its accounts receivable, inventory and accounts payable. While the flow of funds is
mandatory if a supply chain is to exist, it is still an uncoordinated and sub-optimized flow in most supply
chains. Grealish (2005) reports that most mid-size and large corporations agree that shuffling paper
invoices and checks will be gone in ten years, but adds, “Today, however, the paper shuffle is common.”
Krishnan and Shulman (2007) studied the level of supply chain risks — cash flow included — and found
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that approximately 40% of the executives felt their companies were, at best, “somewhat capable” of
mitigating the risks or were spending enough time on risk management.

Different performance measures

One of the problems affecting funds flow is the performance measures used by different functions. The
financial accounting part of a business and its creditors look at working capital and current ratios. Total
working capital is the sum of accounts receivable and inventory minus accounts payable. The current
ratio is calculated by dividing the sum of accounts receivable and inventory by accounts payables (in
dollars). From this perspective, high accounts receivable, high inventory and low accounts payable are
desirable because it indicates a greater capability to repay loans issued by the creditors. The higher the
current ratio, the better. The general rule in many accounting books has been that the current ratio
should be about 2.0 or better. Investopedia (2008) suggests that a ratio of 1.2 — 2.0 may be reasonable
because some companies have reduced their excess inventory.

Management accounting is more concerned with how well the company is using its resources. From this
perspective, low accounts receivable, low inventory and high accounts payable are desirable. The
performance measures include days of receivables, days of inventory, and days of payables. While
appropriate, the measures are looked at from a local viewpoint, or in silos. The credit department is
responsible for accounts receivable, the inventory managers for inventory, and the accounts payable
department for extracting extended terms from their suppliers. In recent reports, Wal-Mart reported a
current ratio of 0.8, Lowe’s reported 1.1, Dell 1.2, and Hewlett-Packard 1.3. These results pose a
contradiction to the generally accepted norms.

A more contemporary approach is to look at cash-to-cash cycle time, which is an integrated approach. It
is calculated by adding the days of accounts receivable and days of inventory, and subtracting the days of
accounts payable. The lower the better, because it means that the company is using less cash to
manage its business. See Crandall and Main (2002) for a fuller description of cash flow. Farris and
Hutchison (2002) describe the cash-to-cash cycle and offer a number of examples of its effect in such
companies as Dell and J.C. Penney.

In summary, goods and services flow relatively well and information flow is erratic but improving. Funds
flow lags, because it depends on the flow of products and information. Funds flow is also disconnected
and biased, sometimes for reasons unrelated to the flow of goods and information.

Benefits of improved funds flow

The primary benefit of improved funds flow would be to reduce the cash-to-cash cycle time. Most of the
large retail companies operate with cash-to-cash cycle times in the 15-20 day range. Dell is quite unique
with a negative cash-to-cash cycle time — they have minimal receivables and inventory and get extended
payables terms from their suppliers (Farris and Hutchison 2002).

Improved funds flow would improve customer-supplier relationships and, conversely, improved customer-
supplier relationships would improve funds flow. As the flow of goods and services improve and
information sharing advances, funds flow will improve. If payments were made more promptly and
consistently, relationships would improve. The result would be a win-win situation throughout the supply
chain.

Improved funds flow would also tend to reduce the imbalances among supply chain participants. Large
retailers tend to demand more liberal payables terms from manufacturers. In turn, large manufacturing
companies tend to demand more liberal payables terms from their smaller suppliers. If funds flow were
aligned with product and information flows, and integrated along the supply chain, it would tend to reduce
the inequities resulting from company size or creditworthiness. (Grealish 2005)
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Obstacles

If improved funds flow is so desirable, what is keeping companies, and their supply chain partners, from
doing it? Researchers have found several reasons that appear to be the biggest obstacles.

Technology. Companies are not using the latest technology available. While few companies use cash
anymore, many are still using checks. Checks are slower and less secure than electronic funds transfer
(EFT) methods (Warwick 2002). In addition, companies have not adequately integrated funds flow with
goods and information flows. Other companies have moved aggressively into web-based systems.
Gentry (2006) describes how Rite-Aid deployed a Web-based platform to economize international
payments.

Administrative processes. Many companies have not yet streamlined their internal procedures.
Although lean methodology is making great progress in manufacturing and distribution to create flow of
physical goods, it is still waiting in the wings to make its entrance into most paperwork processes. As
mentioned earlier, many administrative processes are still functionally separated into silo-like stations.
Accordingly, batch processing of purchase orders, invoices and checks is still more the norm than the
exception.

Errors. Errors in the physical flow of goods and services, such as partial shipments or defective goods,
cause funds flow to be delayed. Customers will not complete payment until their orders have been
satisfied. Even if the physical flow is correct, there may be errors in the paperwork. Satisfactory
reconciliation of purchase order, receiving report and invoice is a prerequisite to payment. Even small
discrepancies can cause delays and expenditures of employee time to resolve. Roberts (2002) lists 24
different invoice errors that delay funds flow.

Adversarial attitude. Many companies have not yet made the transition from an adversarial attitude
toward their customers and suppliers to a collaborative one. It almost seems natural or inbred to say to
customers “Pay up or else.” Credit managers develop an aura of being unyielding and unsympathetic.
On the other hand, it is equally natural to push suppliers for extended credit terms because of “all the
business we do with you.” This is especially true if the supplier is smaller and heavily dependent on “our
business.” In addition, money is not something most companies want to talk about in mixed company
(customers and suppliers). It is among the most confidential of topics. Companies may be willing to
reveal their sales information or planned promotions, but they are not about to reveal their bad debt ratio
or how well they are pressuring their suppliers for extended terms.

Ways to Improve

What can companies do to improve the flow of funds along the supply chain? First, companies should
work to improve the physical flow of goods and services, and information flows, because funds flow
depends on their proper and complete flow. They should align the funds flow more closely with the first
two flows. As Bernabucci (2008) puts it, “Fixing a cash-flow problem requires companies to examine and
improve the three key flows of commerce: goods, information and funds.” Roberts (2002) warns, “If a
method for optimizing the physical supply chain hinders the financial supply chain, it is not an optimal
method for the overall supply chain.”

Companies should try to integrate more closely the processes dealing with funds flow. Eliminating the
batch processing and the functional silos would be desirable. However, if this is not feasible or
appropriate, at least they should view the process as continuous and try to create a semblance of flow for
funds.

A number of researchers herald the move to E-Financial Supply Chains. Grealish (2005) provides a good
overview of this topic and insists that it can be a win-win solution for both buyer and seller. She points out
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that E-Financial supply chains have come a long way toward acceptance in just a few years, and lists a
number of companies that are using these systems, such as Dell, Honeywell, Payless and Verizon.

Supply Chain Finance (SCF)

Supply chain finance (SCF) is a new concept that is beginning to get closer attention. “Pressure to
release capital and work collaboratively with sourcing and distribution partners make supply chain finance
(SCF) an idea whose time has come. While controversy still rages over SCF’s ability to get inventory off
balance sheets in an GAAP/IAS/IFRS-compliant manner, there is little dispute that invoice-based
financing techniques like so-called ‘reverse factoring’ are gaining traction rapidly — particularly in the US,
but also increasingly in Europe and elsewhere internationally.” (Lewis 2008) Banks and large retailers
are adding SCF departments, technology providers are promoting SCF platforms, and e-procurement
companies are trying to decide how best to add an SCF add-on to their software.

Banks are interested because it offers them an opportunity to get additional business. The customer —
the buyer — gets extended payment terms from the lender — a bank or some other financing organization.
The lender pays the supplier after discounting the payment, but at terms they would extend to the larger
buyer, which are lower than the terms for the smaller supplier. “The result is that the supplier's working
capital costs are reduced, even though its payment terms have been extended. It is then in a position to
convert this cost reduction into price reductions to satisfy the buyer; the buyer gets the benefit of
extended terms, lower prices, reduced capital costs and alignment of its procurement and finance
interests; and the lender gets the benefit of a higher margin on the exposure to the buyer company.”
(Kerle 2007)

The Aberdeen Group published several Supply Chain Finance reports recently. In one, they build the
case for use of Supply Chain Finance (SCF). They indicate that the use of SCF practices will make the
entire supply chain more competitive with other supply chains. Companies have been able to achieve
significant benefits, including 10%-35% savings on the cost of goods purchased. Their study found most
companies are still leaving money on the table because they fail to take into account the SCF opportunity
when undertaking low-cost country sourcing (LCCS). They conclude that SCF can help a buying
organization optimize its working capital, reduce product unit costs and reduce supply base risk “by
enabling faster and more predictable payments to emerging market suppliers.” (Sadlovski and Enslow
2006)

In another report, the authors report “Supply Chain Finance (SCF) is strongly appealing to companies that
seek to create a cost-advantaged supply chain. Finance, supply chain, and procurement groups need to
ensure their companies are actively exploring how to use SCF or risk missing the next wave of cost
improvement. More than two-thirds of companies report that they are investigating or putting in place
SCF programs to lower end-to-end costs.” (Sadlovski and Enslow 2006a)

In an even more recent study, the authors compared the level of activity in SCF in 2007 versus 2006.
They found a slight increase in the percentage of companies with firm plans to enhance SCF (18% versus
15%) and those actively using SCF techniques (15% versus 13%). Even so, the total for the two groups
was only 33% of the total companies surveyed. The conclusion is that, while there is considerable
interest, less than half of the companies are seriously pursuing SCF initiatives. The key pressures for
buyers to consider SCF is the desire to lower cost of goods sold and to work closer with strategic
suppliers to reduce costs and improve processes. The key drivers for suppliers are to lower the cost of
goods sold and to shorten Days Sales Outstanding (DSO). The primary solution/service providers are
financial institutions, information technology providers, and consulting companies. (Sadlovska 2008).

Automation of the information is an important step in the SCF implementation process. One of the most
important considerations when selecting SCF technology is the ease of interaction among the parties
involved — buyers, suppliers, and third-party financial institution. Some of the processes that leading SCF
users are automation include:

e Electronic invoice presentment
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Trade-related document preparation and management
Invoice matching/reconciliation (internal)

Invoice approval process (internal)

Purchase order management

Electronic payment process

Collaborative invoice discrepancy management
Invoice discount management

Charge-back management (e.g. invoice deductions

The top challenges encountered by study participants during their deployment and implementation of their
SCF technology included:

Internal integration issues

Need to redesign business processes to fit the new solution

Staff resistance

Training time and costs

Lack of internal IT resources (Aberdeen 2007)

Collaboration is an active concept in the physical flow of supply chains. Collaboration is gaining greater
acceptance in information flows. It follows that collaboration among supply chain participants will improve
funds flow. Knechtges and Watts (2000) say this is especially important for the small business. They
believe “If the entire channel and the entire chain is working together to serve the customer’s
expectations to the highest levels, it can truly be a win-win partnership. The common goals go back to
being able to have a positive impact on customer service, profit, cash flow, and transportation costs.
Long-term, well-managed partnerships can help everyone in the supply chain achieve their goals.”

Summary

Successful supply chains manage three areas. First, they manage the physical flow of goods and
services that provide value to the consumer. Second, they manage the information flow that documents
and supports the physical flow. Finally, the information flow becomes an essential input to the funds flow
from the consumer upstream in the supply chain until all suppliers receive compensation for their efforts.
New technologies are making it easier for companies to improve the funds flow. As competition
increases and supply chain lengthen around the world, the time required for reimbursement also grows
longer. To maintain effective supply changes, and to assure the effective flow of funds, the large
companies and third-party providers will become important links in keeping the small, struggling suppliers
alive and well.
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Flexible Working Arrangements and Their Impact Upon Job Satisfaction in an Accounting Firm

l. Executive Summary

Huber, Michaels & Co. (HM), a regional public accounting firm located in Maryland and
West Virginia, is looking to maintain a culture of flexibility that enables its employees to
continually grow and develop as individuals and professionals, while at the same time
improving performance and service to customers. Flexibility is a critical tool for recruitment
and retention, as it enables the company’s employees to realize their full potential by creating
an environment that values productivity and results, as well as the opportunity to get the job
done while balancing their other commitments. Demand for new accountants continues to
exceed supply. Employers need to be able to determine and offer attractive compensation
and fringe benefit packages. Furthermore, many employers have no idea of the astronomical
cost of employee turnover. On average, it costs anywhere from $4,000-$15,000 to recruit,
hire and train a new employee, depending on his/her skill level. (Smith, 1999) New
employees just aren’t as productive, and it is easy to understand why HM has targeted

employee retention as a key expense reduction opportunity.

Our literature review found that the popularity of flex-time is increasing due to employees’
escalating demand for more of a balance between work and personal life commitments. Also
important is that the recent strong demand for entry-level accountants has made jobs plentiful
and employee turnover high. The review also pointed to age factors that may determine the

attractiveness of flexible work arrangements with employees.
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Based on the literature review, our belief is that offering flexible work arrangements to one’s
employees will increase employee satisfaction and also enhance employee retention.
Furthermore, the extent of this increase is dependent upon on the age of the employee.
Therefore, we will separate the employees’ responses into two groups---Group A for

employees 30 and older, and Group B for younger employees.

Data, via anonymous surveys, will be collected from both groups. We will also examine
secondary company records regarding employees who voluntarily leave the firm. To
measure employee satisfaction levels, we will distribute the HM Opinion Poll Surveys in
November, 2008. To measure company retention rates, we will collect data from the Human
Resources Department for the period beginning in January 2005 and ending in December,
2008. We will also mine these records and, with permission, contact former employees in
order to try to determine the effect, if any, that flexible working arrangements or lack thereof

had on the former employee’s decision to leave the firm.

Since all other factors are held constant, we will determine the effect of flexible work
arrangements by comparing the pre-test and post-test data from both the experimental and
control groups. If there is a statistically significant difference in the results, we will consider

offering flexible work arrangements to all HM employees.

We expect that workplace flexibility will prove to be a win-win arrangement for both the
firm and its professionals. If this is so, HM will develop tools and guidelines to assist

managers in exploring alternative staffing models through the creative use of flexible work
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arrangements. HM’s ultimate goal is to create a culture where flexibility is accepted as
necessary to getting the work done, serving the clients and maximizing the potential of HM’s

employees.

BECAUSE OF ISSUES THAT APPEARED WHEN WE COLLECTED THE SURVEYS,
THIS PAPER IS NOT COMPLETE YET (AND MAY BE SIGNIFICANTLY

MODIFIED...)

l. Introduction

A) An Overview

We decided to study what effect, if any, the initiation of flexible work arrangements has had
upon both employee satisfaction and employee retention rates. Our objective is to determine
whether or not a group of HM’s employees have higher levels of satisfaction and higher

retention rates after implementing flexible work arrangements when compared to not having

the privilege.

This study is especially relevant because of the tight labor market and because of the
increased emphasis on work/life balance. Furthermore, since gasoline prices (and,
consequently, the expense of commuting) have fluctuated quite a bit in 2008, we believe that
this concern has also affected employee’s perception of flexible working arrangements.
Employers want to enhance employee retention, and studies have shown that satisfied

employees are more likely to stay with their current employer. Furthermore, quality-of-life
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issues (of which a flexible work arrangement is one) also factor into an employee’s decision

to remain with or leave an employer.

Our study also incorporated the age of the employee as a moderating variable. We believe
that employees value specific elements of an overall compensation package differently,
depending upon the employee’s age. Work/life balance versus material rewards may make
the flexible work arrangements alternative more or less valuable, depending upon an

employee’s age. Our research hopes to test the validity of this hypothesis.

The research questions are: “Has the introduction of flexible work arrangements affected

employee satisfaction and retention rates? If so, how? Does the employee’s age make a

significant difference?”

B. Definitions of Key Terms

1. Five Basic Flexible Work Arrangements

The goal of flexible work arrangements is to assist companies in sharpening their focus on
work practices and processes that enhance or hinder effectiveness. They can serve as a
catalyst for finding new and more creative ways of helping employees work together, while
at the same time meeting client needs.

a) Flex-Time

Flex-time occurs when an employee is able to change his or her working hours from a
standard schedule to something that differs from others in the work group or shift. This can

be a variable day where the employee works a different number of hours each day, but the
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total adds up to a regular 40 hour workweek. Or it can be a schedule with new starting and

ending times that vary from employee to employee, but remain the same every day.

b) Compressed Work Week

A compressed work week occurs when an employee works full time, but in only four, instead
of five, working days per week. This can be accomplished by working four ten-hour days, a
full-time work schedule of three days, or a scheduling in two weeks cycles where 80 hours of
work are completed in nine days instead of ten.

c) Telecommuting

In the case of telecommuting, work is done from home on a regular basis, with reduced days
in the office, or from another satellite location that is operated by the organization. The
number of days present in the office or telecommuting can vary. It can be arranged

according to necessity or with regular scheduling.

d) Part-Time
A part-time employee works less than full-time, usually 20 hours or more per week. Such
workers still remain eligible for benefits coverage. Compensation and time-off are adjusted

accordingly.

e) Job Sharing
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Job sharing is a form of part-time work, where two employees share the responsibilities and

duties of one full-time job. Typically, job share partners work at least 20 hours per week, so
that they can remain eligible for benefits and paid time off. The split of the workload can be
either 50/50 without overlap, a 60/40 split, or a 60/60 split where each employee works three

days with a one day overlap.

2. Employee Satisfaction

Employee satisfaction can be defined as the amount of perceived contentment with one’s
work situation. This can be improved when employees feel they are being assisted by their
employer to reconcile life and family needs with work demands, while at the same time being
given the opportunity to contribute effectively to the goals of the organization.

3. Retention

Retention is the efforts of an organization to preserve the number of its human capital body
for an extended period of time. It can be measured by comparing the number of employers at
the start of a time period to the number of employees at the end of a time period. For a firm

of HM’s size, we will examine turnover.
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1. Literature Review

With the advent of the Internet, cell phone technology, notebook computers and high-speed
communication, home life and business life have become more and more integrated. Due to
this integration, employees are demanding more control over what they do when. This

explains the growing demand for flexible work arrangements in businesses today.

A. Flex-Time Emergence

Flex-time has become a major business issue during the past decade as evidenced by a U.S.
government report (“GAO Report To Congressional,” 1991), wherein a review was done as
part of a continuing assessment of the effectiveness of federal employment policies in
helping government agencies recruit and retain quality employees now and in the future.
Flex-time is very important (“Flexibility as a Management Tool,” 1994). This article

specified a road map that is the basis for implementing flexibility in a changing workplace.

Regarding management (“Flexible Work Arrangements:” 1995), the author emphasized that
supervisors need to gather data, sift through the business objectives and set a course for
flexibility as a management tool. Many companies (“The Joy of Flex Strategy”, 1996) such
as Hewlett Packard, as well as many banks and insurance companies, pioneered the
implementation of flex-time strategies and practices. The literature cites many advantages of
implementing flex-time, implying that it is an important management priority (“Using Flex-
time To Create,” 1993). Further, many major corporations began to implement and study the

effects of flex-time in the early 1990’s. This is exemplified by two case studies: Fleet
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Financial Group (a global financial holding company) and BMA Company (a large insurance
company). Both companies’ flex-time programs were evaluated (“Flexible Time Off:”

1995).

B. Implementation Of Flex-Time

As the 1990’s progressed, the flex-time concept became more prevalent in the business
world, as cited in the article (“Change Comes Slowly,” 1994). This article illustrated a
glossary of flexible work terminology and flexible ways to work. The article stated that
many companies find flexible work options effective. Some literature (“Employee Benefits:
Tick Tock,” 1996) contained a discussion on how specific companies are implementing flex-
time programs within their organizations. Firms across all business disciplines have made
strong efforts to implement flex-time initiatives (“Myth and Realities,” 2000). One article
(“Cultural Change Is The Work,” 1998) states that changing values of the workforce have
created an unprecedented demand for flexible diverse benefits and policies, but that flex-time
initiatives must have a strong commitment from management and a culture that supports it.
Another article (“The Perks: Employee Benefits,” 2000) indicated that businesses today are
rethinking their benefit packages in order to attract and retain the best workers, and flexibility

in scheduling, more time off and family-friendly policies are being considered.

This movement towards flex-time initiatives has continued to get stronger in the late 1990’s
(“Trends: As Hours Lengthen” 1999), and it has been stated that Americans are putting in
more hours than ever, but at least now they have more say than in years past about when they

work them. Specifically cited are three forms of flex-time: gliding schedules, variable
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schedules and compensatory time arrangements. Another article (“Making It Work,” 1999)
emphasized that flexible work practices are increasing in Canada. Furthermore, an article
concluded that work-life options from telecommuting to compressed work weeks to job
sharing can help employers attract and retain employees as well as keep them happy and
productive. (“Comforts Of Home,” 1999) Flex-time has even caught on internationally, as
cited in “The Shift To Flexibility” (1999), which stated that United Kingdom productivity
will not improve without the adoption of working patterns that match employee demands

more closely.

C. Prior Studies

There have been many studies conducted in the past decade on the benefits of flex-time,
which highlights this concept’s importance. First, according to one study
(Catalystwomen.org, 2000) by a nonprofit research and advisory organization that has a
mission to advance women in business, 24 women (mostly married and between the ages of
38 to 52 with two or three children) comprised a group that first began utilizing flexible work
arrangements over 10 years ago. Most of these women now hold middle and upper-level
management positions today. The study found that most of these women credit the
availability of part-time work schedules during their critical child-rearing years as the key to
maintaining their career momentum. The study concluded that flexible work arrangements
increased employee retention and satisfaction with flexible work arrangements as the
independent variable and employee retention and satisfaction as the dependent variables.
Further, another study by the same group (Catalyst-women.org, 1998) found that without the

ability to set their own pace and create individual career paths, companies are at risk of
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losing valuable employees. Fifty-one percent of the women surveyed indicated that a desire
for flexibility was the top reason why they had left their employers. In a related study by this
group, 83% of the men and 83% of the women surveyed reported that they had taken
advantage of flexible work arrangements offered by their employers. The high response rate
by men indicates that men are taking a greater role in family life and, therefore, flexible work
arrangements are not just a woman’s issue. All the studies concluded that flexible work
arrangements, the independent variable, is a key factor in helping people achieve their life
goals, while at the same time allowing businesses to hold on to talented and valuable

employees.

In a study cited in the literature (“Entrepreneurs, Flex-time,” 1999), which surveyed 3,500
full-time workers, researchers found that flex-time increases employee productivity and also
discovered that there is increased employee retention when a firm offers family benefits.
This in turn allows for retention of valuable employees. In Canada, a study (Human
Resources Development Canada, 1995) found that the availability of flex-time arrangements
is increasing and that, especially with dual-income families with children under six, such a
benefit was very important. This study highlighted the moderating variable, age of

employee, which may be determinative on the relationship between flex-time and retention.

A report prepared for Congress (House Appropriations Subcommittee on Treasury, 1994)
contained updated information on a pilot telecommuting center program it initiated in 1993
and 1994. This study and report indicated that it was expected that flex-time arrangements

would improve productivity and improve customer service. An article (“Job Swaps Work
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Well,” 1996) cited WearGuard Corp., a manufacturer of uniforms and rugged work clothes,
which was able to control its annual attrition to well-below industry standards through flex-
time shifts. The article stated that this result was extremely impressive given that
WearGuard primarily offers minimum wage jobs (telephone clerks, order packers and
sewing-machine operators), which are not usually viewed as lifelong career opportunities.
This emphasizes the impact of flex-time, as independent variable, on retention, the dependent
variable. Another article (“Skip the Flex-time,” 2000”) cited a study showing that money is
the prime motivator for employees, followed by perks like flex-time. This BridgeGate
survey of 660 Americans was conducted December 28-30, 1998 by Market Facts, and found
that 46% of respondents said a raise would entice them to stay, while 50.5% of respondents
cited non-monetary issues. The survey also found that women are slightly more likely than
men to value flex-time (12% to 11.6%), and that older workers place more value on flex-time
than do other groups (13.55% of 45 to 54 year olds and 16.5% of 55 to 64 year olds,
compared to 12% of all other respondents). This study highlights the impact of age, a
moderating variable in the relationship between flex-time and retention. We found this
surprising as much of the other literature we reviewed indicated that younger employees

were more likely to place a premium value on flexible work privileges.

Social, political, economic, technological and other conditions affect the values of people in a
society and therefore, it is also useful to look at recent studies in an effort to confirm which
variables appears most relevant today to a study of flex-time. A study by the Nielsen-
Wurster Group (“Adjust Work Arrangements”, 2000) found that productivity levels increase

when employees can blend work, home and personal interests. So, in order to entice and
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retain the brightest employees, companies offer flex-time, home/office work share and
sabbatical programs. The study maintains that, on average, employees are satisfied with their
flexible work arrangement programs and rarely leave to go to competing firms, thereby
saving their company the costs associated with hiring new employees. In another article
(“Flex-time Balances Life,” 1999), the author cited a group called New Ways To Work,
which was founded to promote an understanding of flexible work arrangements over 27 years
ago. This group found that in the San Francisco Bay area, traffic jams and the increasing
number of two-income families have prompted firms to adopt flex-time programs. The
group also found that flex-time’s popularity waned during the early 1990’s recession, but has
bounced back since then. During strong economies, many companies have retention
problems due to the abundance of available jobs. Flex-time tends to give employees a sense
of control over their work environment and therefore reduces turnover, affecting retention
rates. As an aside, we are writing this in late September, 2008. The markets are in a turmoil
and words such as “recession” and “Another depression” are being bounced around. We
wonder what the situation will be when we present this paper in late February, 2009??? An
article (“Motivating the Troops,” 1999) cited a nationwide survey of 500 business owners
polled by Arthur Anderson’s Enterprise Group and National Small Business United. The

survey found that “...retaining and motivating workers is the biggest challenge for small

and mid-sized businesses.” ! The survey concluded that a company’s commitment to their

employees’ work/life issues is essential to maintaining a competitive advantage in hiring and

retaining qualified people.
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Also strongly supporting the flex-time initiative, an article (“Tight Job Market Forces,” 1999)
states that due to the lowest unemployment rate in 30 years (at that time) (4.2%), U.S.
companies are going to extraordinary lengths to retain employees. The article cites a survey
that found that 66% of employees would give up part of their salaries if they had flexibility in
their work hours and for them flex-time ranks higher in importance than health benefits.
More recently (“Connelly,” 2000) a company called Larsen Architects strongly implemented
flex-time initiatives, in addition to other related activities such as an hour-long kick-boxing
class, casual Fridays and summer company barbecues and trips. Specifically on the flex-time
initiative, this company allowed employees to work four nine-hour days and then leave at
noon on Fridays. Most of Larsen’s employees have been with the firm since shortly after its
founding in 1981, evidencing a strong retention rate. Connelly also cites a study conducted
by the employment agency, Robert Half International Inc., 1999, which found that of the
companies surveyed about workplace attitudes, 33% cited a positive work environment as the

top factor in keeping employees satisfied, up from 9% in 1993.

E. Discussion

Since this topic has been studied and discussed extensively over the past two decades, any
literature survey on this topic would require one to pick and choose amongst the most
relevant literature. Based upon our literature survey, it is apparent that relationships appear
to have been established between flexible work arrangements and increased employee

satisfaction and retention. These relationships will be the basis of our study at HM company.
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Numerous writings indicate that flex-time issues are more relevant today than ever, based on
the strong demand for and the subsequent low levels of unemployment in the accounting
profession. This causes employee recruitment and retention to be major issues for
accounting firms; issues that could affect long-term profitability. An article (“Perks That
Work,” 1999) confirms this trend stating that the U.S. jobless rate has been less than 5% for
over two years, causing some companies to become very concerned about retention. As a
result, companies have focused their efforts on increasing the attractiveness of their benefits
(including flex-time) and compensation packages in order to retain and attract employees.
Also, another article (“Companies Stretch the Perks,” 2000) states that to decrease employee
turnover, many information technology firms are providing more and more employee
benefits, including flex-time arrangements. These benefits recognize that, especially for
younger workers, it takes more than a large salary to reduce employee turnover. Therefore,
companies now realize that employees need to maintain a balance between life and work.
This article stated that studies show that workers in their 50’s and 60°s are more motivated by
compensation and recognition than free time, while workers between 20 and 50 demand

more free time and a chance to improve their professional skills.

Our literature review clearly states the issues under consideration and emphasizes the

importance of its conclusions for application within HM.
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IV. Theoretical Framework and Hypotheses

A. Research Question

Will the introduction of flexible work arrangements effect employee satisfaction and

retention rates?

B. Theoretical Framework

We hope to show that the variance in the dependent variables, “Employee Retention

Rate” and “Employee Satisfaction,” can be explained, at least in part, by the presence or
absence of the independent variable “Flexible Work Arrangements.” This statement is based
upon the presumption that some employees will not be able to adhere to a rigid work
schedule because of responsibilities outside of the workplace. Although these employees are
willing to work a full-time schedule, their need for flexibility prevents them from being able
to follow the workplace norm for start and quit times. This deviation from the norm may
cause friction between them and their colleagues and/or superiors, leading to lower morale
and the intention to resign. We believe that both the lack of scheduling flexibility and
conflict with co-workers will impair employee satisfaction, leading to “intention to quit”
considerations. A satisfied employee is much more likely to remain with an employer and,
just as importantly in this time of a tight labor market for accounting professionals, be less
receptive to overtures from competitors or recruiters. We believe the ability to control one’s
work hours is one of the factors that positively impact employee satisfaction and we will

perform a field experiment to test this hypothesis.
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We also considered the moderating variable “Age of Employee” and designed our research
accordingly. The relative importance of the components of a package of compensation and
perquisites will vary according to an employee’s individual needs. We hope to determine
that the importance of the flexible work option will change depending upon the age of the
employee. Specifically, do younger employees place less value upon this perquisite when
compared to older employees? The older employee, having reached a position of means and
comfort, may value perks (such as flexible work arrangements) as an enhancement to their
work/family life. The younger employee may be more concerned with compensation and

other material rewards, rather than those of a “quality of life” nature.

( 7\
Employee
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C. Hypotheses

1. The initiation of flexible work arrangements has affected employee retention rates and

levels of satisfaction depending upon the age of the employee.

This non-directional hypothesis addresses the presence of the moderating variable, “Age

of Employee.”

2. The initiation of flexible work arrangements will have no effect upon either employee

retention rates or employee satisfaction.

This is our null hypothesis.
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V.  Study Design

Experimental designs allow us to manipulate or change the level of the independent variable
under study (flexible work arrangements) and to assess its effect on the dependent variables

(employee retention and satisfaction).

While it is extremely difficult to achieve a random sample in a non-contrived field
experiment at a real-world company, we believe we have come up with a research design that
provides the desired level of randomization. We intend to survey 100% of current
employees, eliminating any problems with randomization. This goal will be more difficult to
achieve regarding prior employees, but we hope to survey 100% of them going back to

January of 2005 (almost four years).

It is important to note that this is a field experiment (treatment is given to one or more groups
in a natural setting) to test a hypothesis (“Will flexible work arrangements effect employee

satisfaction and retention?”). The units of analysis are HM’s employees.

This is a causal study. We want to prove that flexible work arrangements lead to increased

employee satisfaction and retention.
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VI. Methodology

We are using an anonymous survey to test our hypothesis that the adoption of a flexible work
arrangements program will lead to increased levels of employee retention and satisfaction.
This design calls for the collection of pre-test and post-test data from two groups (current---
Group X and former---Group Y) of HM employees. We will also be analyzing by age

(Group A--30 and over and Group B-- under 30

Since we are measuring the effect of the independent variable (flexible work arrangements)
on two dependent variables (employee retention and satisfaction), we will be collecting data
in two ways: survey questionnaires (see Appendix A) and company records. These two
instruments will also collect moderating variable (age) data associated with employee

retention and satisfaction to further prove our hypothesis statement.

A. Determining Employee Retention Rates

To measure retention rates, we will use secondary data readily available from the HM
Human Resources Department to determine what percentage of employees has remained
with HM over a time period of a year.

Retention rates within both groups can be analyzed using the following variables that are

readily available from company records:

Age

Gender

Tenure with the company
Job function and job title
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B. Determining Employee Satisfaction Levels

Employee satisfaction data will be collected from Group X and Group Y via a survey
questionnaire administered to all HM employees.

See Appendix A for a discussion of why these specific questions were used.

In late 2008, after the data has been collected and analyzed, we will compare responses from
all of the groups and use the survey responses as a benchmark to determine if flexible work
arrangements have had a positive effect on employee satisfaction for Group X versus Group

Y and also Group A vs. Group B.

C. Research Timetable

Period Activity Groups
October 2008 | e  Collect current number of HM All
employees
November e Current & former employees asked to All
2008 complete the HM Opinion Poll
[ ]
Jan 2008 e Complete research and prepare paper All
[ ]
Feb 2002 e Employee retention and satisfaction All
data are analyzed in order to identify
impact of the flexible work
arrangement program.

The number of employees in all groups/combinations will also be collected in November,
2008 from Human Resources.

D. Method of Analysis
The following are the various data analysis methods we will perform on our research

findings.
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1. Frequency Distribution
The frequency distribution is a summary of the frequency of individual values or ranges of
values for a variable. The simplest distribution would list every value of a variable and the

number of persons who had each value.

2. T-Test

The T-Test assesses whether the means of two groups X & Y and also A & B are statistically
different from each other. This analysis is appropriate whenever a researcher wants to
compare the means of two groups. We will use the T-Test for evaluating our hypotheses
regarding the effect of flexible work arrangements on employee satisfaction. We will test the

null and alternate hypotheses as follows:

a) The Null Hypothesis: The initiation of flexible work arrangements will have no effect

upon either employee retention rates or employee satisfaction.

b) The Alternative Hypothesis: The initiation of flexible work arrangements will affect
employee retention rates and levels of satisfaction depending upon the age of the

employee.

3. One Way ANOVA
The One Way ANOVA looks at the ratio of between-sample variance to within-sample
variance. We will use the One Way ANOVA to test the hypothesis that employee

satisfaction in a flexible work arrangement environment will vary significantly based on the
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age of the employee. We will use the various age groups from our survey as the independent

variables.

V1l Research Results

The date is now Jan. 12, 2009 and we have completed the tabulation of the survey results.
Unfortunately, we have discovered two problems at this late stage. We believe that our
sample size---14---is too small to be statistically valid. Furthermore, we were unable to
contact prior employees---many had simply left the area. Others weren’t willing to
participate.

Please see the “Suggestions for further research” text in Section V111 for how we plan to
address these problems.

For the present, we would like to discuss the results of the survey questions, acknowledging

that the small sample size makes these results subject to error...

HM Opinion Poll Questionnaire
OUR COMMENTS ARE IN CAPITAL LETTERS & ARE INTERSPERSED
THROUGHOUT THIS SECTION.

Welcome to the 2008 HM Opinion Poll Employee Survey. Your feedback is essential to
building a winning HM — both in the workplace and in the marketplace. Your responses are
completely anonymous and will be held in strictest confidence. After you have completed
the survey please use the self-addressed stamped envelope to send your survey to Joe
Gilmore at Frostburg State University. Now, let’s get started...

1) Overall, how would you rate your satisfaction with HM? 5->1 (ANSWERS TO THE
LEFT START AT “5” AND END WITH A “1” FOR THE ANSWER ON THE RIGHT)
4.36 HIGH SATISFACTION

D Very satisfied D Satisfied D Neither D Dissatisfied D Very
satisfied nor dissatisfied
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dissatisfied

Please indicate how strongly you agree or disagree with the following statements:

2) | feel proud to work for HM. 4.50 GOOD RESULT

D Strongly D Agree D Neither agree D Disagree D Strongly
agree nor disagree disagree

3) | like the kind of work that | do at HM. 4.14 CORRELATES WITH #1

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

4) My supervisor gives me feedback that helps me improve my performance. 4.00

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

5) My manager is sensitive to the relationship between my work life and personal life. 3.93
THIS IS WHERE FLEXIBLE WORK ARRANGEMENTS (FWA) ARE MORE OF A
FACTOR IN THE RESPONSES

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

6) | am satisfied with the way my department is managed. 3.71
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

7) There is enough flexibility in the way we work in my area to allow the best possible
performance. 4.29

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

8) HM provides the support | need to manage my personal life. 4.00 THE FACT THAT HM
Co. OFFERS FWA HELPS HERE.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree
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9) The work environment in my area allows me to get the job done as quickly as possible.
3.93

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

10) I am provided with the necessary resources to perform my job. 4.50

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

11) I am able to complete my job responsibilities in a timely manner. 4.07

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

12) I am making an important contribution to the goals of the firm. 4.29

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

13) How often do your work and personal responsibilities conflict? 2.43 DESPITE THE
PRESENCE OF SOME FWA AT HM Co., EMPLOYEES STILL EXPERIENCED
CONFLICTS IN THIS AREA. AN INTERESTING FOLLOW-UP QUESTION
ADDRESSING THE IMPACT OF WORKLOAD COMPRESSION (i.e. TAX/AUDIT
SEASONS) MIGHT BE REVEALING...

D Very often D Fairly often D Sometimes D Onceina D Never
while

14) I can put my skills to their optimal use in my current position. 4.14
D Strongly agree D Agree D Neither D Occasionally D Never

15) How often are you satisfied with your job? 3.86

D Always D Often D Sometimes D Rarely D Never
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16) Do you plan to be working for HM one (1) year from now? 4.07 PERUSING THE
EXCEL FILE WHERE THE SURVEY RESULTS WERE COMPILED MADE IT
EASY TO PREDICT AN EMPLOYEE’S RESPONSE TO THIS QUESTION...

D Certainly D Probably D Not sure D Probably not D Certainly Not

Please take a moment to answer the following questions. These questions will not be used to
identify specific individuals, rather they will help HM better understand how different groups
feel about important issues. If, however, any of these questions make you feel uncomfortable
for any reason, you may certainly choose not to answer them.

THESE 4 QUESTIONS WERE OPTIONAL---NOT ENOUGH RESPONSES TO BE VALID
17) Are you:

D Male
D Female

18) Your current marital status:
D Married/cohabitating
D Single/divorced/widowed/separated

19) Your Age:
D 18to 24

[ 2520

L 3044

[ 4554

D 55 or older

20) Do you have children under the age of eighteen living in your household?
D There are no children in my household under the age of eighteen.

D Yes, there are children in my household under the age of eighteen.
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Recent research shows that the following 5 criteria are the most important when a
potential employee considers accepting an offer from an accounting firm.

They are listed here in random order. Please rank them 1 through 5 (“1” being the most
important to you & “5” being the least important to you)

Challenging work responsibilities 3.00
Respect for the firm’s mission 3.15
Salary 2.31
Paid time off 3.54
Career growth possibilities 3.00

THE ACTUAL RANKINGS (FROM A MUCH LARGER SURVEY CONDUCTED BY
THE AICPA IN 2008) WERE:
CAREER GROWTH POSSIBILITIES (MOST IMPORTANT)
PAID TIME OFF
SALARY
RESPECT FOR THE FIRM’S MISSION
CHALLENGING WORK RESPONSIBILITIES

WHEN CONSIDERING A JOB OFFER, HM’S EMPLOYEES APPEAR TO VALUE PAID
TIME OFF THE MOST AND SALARY THE LEAST.

If you have any other criteria that were very important to you regarding your choice of
employer, please list them here.
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Other research reveals that the following areas represent the top 5 reasons employees
stay at a firm. They are presented here in random order. Please rank them 1 thru 5 in
order of importance to you.

Challenging work 3.50
Management style 2.14
Salary 2.29
Career growth 3.43
Respect for the firm’s mission 3.64

THE ACTUAL RANKINGS (FROM A MUCH LARGER SURVEY CONDUCTED BY
THE AICPA IN 2008) WERE:
RESPECT FOR THE FIRM’S MISSION
CAREER GROWTH
SALARY
MANAGEMENT STYLE
CHALLENGING WORK

THIS IS GOOD. HM’S EMPLOYEES RESPECT THE FIRM’S MISSION,
ENJOY/APPRECIATE CHALLENGING WORK AND WANT CAREER GROWTH.

If you have any other criteria that were very important to you regarding your decision to stay
with your employer, please list them here.

“Flexible working arrangements” generally fall into 5 categories. Please indicate for each
whether or not you participate in this type of an arrangement AND how important this
benefit was to your decision to join the firm and also to your decision to stay.

Flextime---you can vary the start and finish time(s) each day, rather than

always having to start & finish your workday at specific times.
Do you take advantage of “flextime”?
Yes No 10/14 REPLIED “YES”

The availability of a flextime schedule was important for my decision to join the firm. 3.58

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree
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The availability of a flextime schedule is important for my decision to remain with the firm.
3.93 THIS SPECIFIC FWA IS IMPORTANT TO HM’S EMPLOYEES

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

Compressed work week---you can complete the number of hours that you

are required to work in less than 5 days (for example---4 10-hour days)
Do you take advantage of a “compressed work week’?
Yes No 2/14 SAID “YES”

The availability of a compressed work week schedule was important for my decision to join

the firm. 2.86
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a compressed work week schedule is important for my decision to remain
with the firm. 2.86 RATHER INDIFFERENT TO THIS FWA

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

Telecommuting---you can complete some or all of your tasks &
responsibilities working from your home.
Do you telecommute?
Yes No 7/14 SAID “YES”
If you answered “Yes”, approximately what percentage of your work is completed via
telecommuting?

100% More than 75% About 50% 25% or less
The availability of a telecommuting schedule was important for my decision to join the firm.
3.07
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a telecommuting schedule is important for my decision to remain with the

firm. 3.36
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree
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Part-time---you voluntarily work less than 40 hours per week.
Do you work part-time at the firm?
Yes No 2/14 SAID “YES”

The availability of a part-time schedule was important for my decision to join the firm. 2.64

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a part-time schedule is important for my decision to remain with the firm.

3.00
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

Job-sharing---you “share” one job’s tasks & responsibilities with a co-
worker. Both of you work less than 40 hours per week performing a job

that would normally belong to just one full-time employee.
Do you “job share”?
Yes Nol/14 SAID “YES” (The other job-sharer
must not have completed the survey...)

The availability of a “job share” schedule was important for my decision to join the firm.

2.43
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a “job share” schedule is important for my decision to remain with the

firm. 2.43
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

You have completed the survey. THANK YOU!
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VIIl. Limitations of Study & Suggestions for Future Research

As with any research study, there are several possible limitations of our research design and
study. As discussed earlier, we will need to choose a different subject firm (much larger) in

order to acquire a sample size that is sufficiently large to be statistically valid.

First, while the selection of the groups was 100%, participation in the flexible work
arrangements program is not mandatory. This brings in the possible limitation of self-
selection. Volunteers may be much different than the overall employee population in their
reaction to flexible work arrangements, but are most likely representative of others in the
company that may use this program. Therefore, we feel this should not seriously

compromise the integrity of our results.

We acknowledge that the internal validity of our study could be threatened if the former
employees left HM on less than excellent terms. Their resentment could cloud or skew their
responses. These disgruntled employees would probably skew the satisfaction and retention
results toward lower numbers than expected. Since participation from former employees was
lacking, we need to explore this issue over a longer term and have employees, as part of the
exit process, complete a similar survey tailored to their perceptions. Another exception could
be those employees who, despite being satisfied and appreciative of the flexible work

arrangements option, leave the company for unrelated reasons.
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There is always the possibility that participants may not answer the surveys truthfully. This
would give us information that is misleading and from which we could draw flawed

conclusions.

Another possible limitation is a low response rate. Participation in completing the surveys is

voluntary on the part of HM employees. This was certainly the case in our survey.

Finally, we freely acknowledge that there are other moderating variables that we could have
considered instead of, or in addition to, age. Gender, presence of young children, marital
status and family income all could have affected the importance of flexible work
arrangements and its subsequent impact on employee satisfaction and retention. However,
our topic of interest was age, as we were interested in whether or not this was a factor when

an employee evaluated the attractiveness of the flexible work arrangements alternative.

So what is our solution to these problems? We feel that we need to choose a much-larger
firm that has two locations that are geographically and operationally remote from each other.
This firm should not have initiated any of the flexible work arrangements described in our
paper. As an alternative, 1 or 2 arrangements could be in place at both locations---with only
one location receiving additional alternatives at the beginning of the test period. At one
location---unbeknownst to the other, initiate a program of flexible working arrangements.
Since each location will enter the test period on the same footing, subsequent changes in
hiring results and especially achieved retention rates should be indicative of the value of

these arrangements re: hiring & retention.
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HM Poll — Your Opinion Counts!

This year, Huber, Michaels & Co. is distributing an employee survey questionnaire to help
determine employee satisfaction levels and areas that need overall improvement (if any).

The HM Poll is a great opportunity for you to express your thoughts on how we’re doing at
HM overall, as well as giving you an opportunity to express your opinion on flexible working
arrangements. This survey is anonymous---please do NOT enter your name anywhere and
use the envelopes provided to mail the surveys back to Joe Gilmore at Frostburg State
University.

Please return your completed survey no later than January 5th, 2009. Thanks!

Who participates?
The survey is distributed to all HM colleagues.

What happens to your responses?

Your responses are completely anonymous. Professors Gilmore & Johnson at Frostburg
State University will use the data that they collect to analyze the flexible work arrangements’
effects on recruitment, retention & job satisfaction and will report these findings to the firm.

Is it difficult to fill out?
No. The survey is not difficult or time consuming to complete.

Why participate?
Not only will your feedback help build a better firm, but you will also be helping us
determine what benefits enhance your job satisfaction.

If you have any questions or concerns about this survey, its benefits or
procedures, please do not hesitate to contact Joe Gilmore at

jgilmore@frostburg.edu or call him at 301-687-4063. Thank you! Your feedback is
essential for building a better HM — in the workplace and in the marketplace!

Sincerely,

Ed Huber Tim Michaels
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HM Opinion Poll Questionnaire

Welcome to the 2008 HM Opinion Poll Employee Survey. Your feedback is essential to
building a winning HM — both in the workplace and in the marketplace. Your responses are
completely anonymous and will be held in strictest confidence. After you have completed
the survey please use the self-addressed stamped envelope to send your survey to Joe
Gilmore at Frostburg State University. Now, let’s get started...

1)Overall, how would you rate your satisfaction with HM?

D Very satisfied D Satisfied D Neither D Dissatisfied D Very
satisfied nor dissatisfied
dissatisfied

Please indicate how strongly you agree or disagree with the following statements:

2) | feel proud to work for HM.

D Strongly D Agree D Neither agree D Disagree D Strongly
agree nor disagree disagree

3) | like the kind of work that | do at HM.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

4) My supervisor gives me feedback that helps me improve my performance.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

5) My manager is sensitive to the relationship between my work life and personal life.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

6) | am satisfied with the way my department is managed.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree
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7) There is enough flexibility in the way we work in my area to allow the best possible
performance.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

8) HM provides the support | need to manage my personal life.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

9) The work environment in my area allows me to get the job done as quickly as possible.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

10) I am provided with the necessary resources to perform my job.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

11) I am able to complete my job responsibilities in a timely manner.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

12) I am making an important contribution to the goals of the firm.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

13) How often do your work and personal responsibilities conflict?

D Very often D Fairly often D Sometimes D Onceina D Never
while

14) I can put my skills to their optimal use in my current position.
D Strongly agree D Agree D Neither D Occasionally D Never
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15) How often are you satisfied with your job?

D Always D Often D Sometimes D Rarely D Never

16) Do you plan to be working for HM one (1) year from now?
D Certainly D Probably D Not sure D Probably not D Certainly Not

Please take a moment to answer the following questions. These questions will not be used to
identify specific individuals, rather they will help HM better understand how different groups
feel about important issues. If, however, any of these questions make you feel uncomfortable
for any reason, you may certainly choose not to answer them.

17) Are you:
D Male
D Female

18) Your current marital status:
D Married/cohabitating
D Single/divorced/widowed/separated

19) Your Age:
18024

[ 2520
3044

L 4554

D 55 or older

20) Do you have children under the age of eighteen living in your household?
D There are no children in my household under the age of eighteen.

D Yes, there are children in my household under the age of eighteen.
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Recent research shows that the following 5 criteria are the most important when a
potential employee considers accepting an offer from an accounting firm.

They are listed here in random order. Please rank them 1 through 5 (“1” being the most
important to you & “5” being the least important to you)

Challenging work responsibilities
Respect for the firm’s mission
Salary
Paid time off
Career growth possibilities

If you have any other criteria that were very important to you regarding your choice of
employer, please list them here.

Other research reveals that the following areas represent the top 5 reasons employees
stay at a firm. They are presented here in random order. Please rank them 1 thru 5 in
order of importance to you.

Challenging work
Management style
Salary
Career growth
Respect for the firm’s mission

If you have any other criteria that were very important to you regarding your decision to stay
with your employer, please list them here.
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“Flexible working arrangements” generally fall into 5 categories. Please indicate for each
whether or not you participate in this type of an arrangement AND how important this
benefit was to your decision to join the firm and also to your decision to stay.

Flextime---you can vary the start and finish time(s) each day, rather than

always having to start & finish your workday at specific times.
Do you take advantage of “flextime”?

Yes No
The availability of a flextime schedule was important for my decision to join the firm.
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a flextime schedule is important for my decision to remain with the firm.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

Compressed work week---you can complete the number of hours that you

are required to work in less than 5 days (for example---4 10-hour days)
Do you take advantage of a “compressed work week’?

Yes No
The availability of a compressed work week schedule was important for my decision to join
the firm.
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a compressed work week schedule is important for my decision to remain

with the firm.
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

Telecommuting---you can complete some or all of your tasks &
responsibilities working from your home.
Do you telecommute?
Yes No
If you answered “Yes”, approximately what percentage of your work is completed via
telecommuting?
100% More than 75% About 50% 25% or less
The availability of a telecommuting schedule was important for my decision to join the firm.
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D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a telecommuting schedule is important for my decision to remain with the

firm.
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

Part-time---you voluntarily work less than 40 hours per week.
Do you work part-time at the firm?
Yes No

The availability of a part-time schedule was important for my decision to join the firm.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a part-time schedule is important for my decision to remain with the firm.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

Job-sharing---you “share” one job’s tasks & responsibilities with a co-
worker. Both of you work less than 40 hours per week performing a job

that would normally belong to just one full-time employee.
Do you “job share”?
Yes No

The availability of a “job share” schedule was important for my decision to join the firm.

D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

The availability of a “job share” schedule is important for my decision to remain with the

firm.
D Strongly agree D Agree D Neither agree D Disagree D Strongly
nor disagree disagree

You have completed the survey. THANK YOU!
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Questionnaire Defense

The following is a list of explanations why we have chosen each particular question for

inclusion in the HM Opinion Poll survey.

1) Overall, how would you rate your satisfaction with HM?
This question relates to the variable of employee satisfaction. A person who agrees or
strongly agrees with this statement is likely to satisfied with his or her work situation and will

be proud to be working for HM

2) | feel proud to work for HM.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be a satisfied employee.

3) I like the kind of work that | do at HM.
This question relates to the variable of employee satisfaction and also to retention. A person
who agrees or strongly agrees with this statement is likely to be a satisfied employee, and is

therefore more likely to stay rather than leave the company.

4) My supervisor gives me feedback that helps me improve my performance.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be a satisfied employee.
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5) My manager is sensitive to the relationship between my work life and my personal
life.
This question relates to the variable of employee retention. A person who agrees or strongly
agrees with this statement is likely to intend to stay with HM, and is also less likely to be

looking for other employment. It also subtly brings in the concept of flex-time.

6) | am satisfied with the way my department is managed.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be satisfied with his or her work situation.

7) There is enough flexibility in the way we work in my area to allow the best possible
performance.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be satisfied with his or her work situation.

8) HM provides the support I need to manage my personal life.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be a satisfied employee.

9) The work environment in my area allows me to get the job done as quickly as possible.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be satisfied with his or her work situation.
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10) I am provided with the necessary resources to perform my job.

This question relates to the variable of employee satisfaction. A person who agrees or
strongly agrees with this statement is likely to be satisfied with his or her work situation.
Also, the question relates to the variable of employee retention. A person who agrees or
strongly agrees with this statement is likely to intend to stay with HM, and is also less likely

to be looking for other employment.

11) I am able to complete my job responsibilities in a timely manner.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be satisfied with his or her work situation.

12) I am making an important contribution to the goals of the firm.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be satisfied with his or her work situation.

13) How often do your work and personal responsibilities conflict?
This question relates to the variable of employee retention. A person who agrees or strongly
agrees with this statement is likely to intend to stay with HM, and is also less likely to be

looking for other employment. It also subtly brings up the concept of flex-time.

14) | can put my skills to their optimal use in my current position.
This question relates to the variable of employee satisfaction. A person who agrees or

strongly agrees with this statement is likely to be satisfied with his or her work situation.
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Also, the question relates to the variable of employee retention. A person who agrees or
strongly agrees with this statement is likely to intend to stay with HM, and is also less likely

to be looking for other employment.

15) How often are you satisfied with your job?

This question relates to the variable of employee satisfaction. A person who agrees or
strongly agrees with this statement is likely to be satisfied with his or her work situation.
Also, the question relates to the variable of employee retention. A person who agrees or
strongly agrees with this statement is likely to intend to stay with HM, and is also less likely

to be looking for other employment.

16) Do you plan to work for HM one (1) year from now?
This question relates to the variable of employee retention. A person who agrees or strongly
agrees with this statement is likely to intend to stay with HM, and is also less likely to be

looking for other employment.

We included four demographic questions to help determine if any of these factors affected
the retention of employees. By asking for the gender and marital status of the respondents,
we wanted to ensure that we presented a well-rounded sample size for our survey. We
included a question on the age of the participant, because that is, according to our theoretical
framework, the moderating variable in the study. Finally, the question regarding children in
the household will help us to determine if turnover, especially among female employees, can

be reduced and work satisfaction can be increased by offering flexible work arrangements.
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Ranking of the criteria associated with an employee’s decision to join a firm and also his/her
reasons for staying at a firm helps to identify general influences upon the employee’s
decisions.

Asking employees to evaluate the importance of various flexible working arrangements and
whether they are participating (given the opportunity) furthers our understanding regarding

which benefits, if any, are critical to attracting & retaining employees.
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QUALITY CONTROL REVISIONS FOR CPA FIRMS:
BARRIERS OR OPPORTUNITIES?

Gregory S. Kordecki, School of Business, Clayton State University, Morrow, GA 30260
(678) 466-4507, gregkordecki@clayton.edu

ABSTRACT

The internal conduct and compliance with standards within public accounting firms has
historically been accomplished on a self-regulatory basis. Additional monitoring of
quality control standards has been accomplished through a peer review process. Recent
changes in standards over professional services as they apply to how work is performed
within the firm will soon be effective for CPA firms beginning January 1, 2009. While
these standards offer work practices which may lead to firm efficiency and effectiveness,
they also present the challenges inherent in coping with cost increases and in warding off
both encroaching internal industry and external regulation.

INTRODUCTION

In 2007, The American Institute of Certified Public Accountants (AICPA) issued two
sweeping revisions impacting the quality control and peer review processes within and
among CPA firms. Standards on Quality Control Standards No. 7, A Firm’s System of
Quality Control, was issued on October 10, 2007. AICPA Standards for Performing and
Reporting on Peer Reviews” was issued in 2008. Both of these pronouncements carry an
effective date of January 1, 2009. The Quality Control Standard (SQCS No. 7) permits
earlier implementation. The Peer Review Standard (PRS) does not allow for early
implementation, and essentially requires all CPA firms with any type of client attestation
work to fall under its umbrella for the firm’s next peer review to be scheduled in 20009,
2010, or 2011. This paper describes the substantive pieces of these pronouncements
emphasizing the quality control standard, and analyzes selected implementation
problems, and concludes with suggestions on how to turn perceived barriers into
opportunities.

A FIRM’S SYSTEM OF QUALITY CONTROL

A firm’s system of quality control consists of policies designed to achieve select
objectives, and the procedures necessary to implement and monitor compliance with
those procedures. A system of quality control should, meaning “must” include the six
elements of quality control. See figure 1. The major changes in SQCS No 7 are the
requirements for a written Quality Control Document (QCD), the additional emphasis for
the new element of “Leadership Responsibilities,” and the requirement for firms to
establish criteria for which engagements will have an engagement quality review.

The first four elements are necessary for the last two to occur. Engagement performance
and monitoring can only be successful if the first four are successful. In fact, the
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distinction in how to separate the general nature from specific engagement aspects creates
one of the key dilemmas for a firm in designing an upgraded quality control system.

Figure 1—Required Elements of a Quality
Control System

Leadership responsibilities

Relevant ethical requirements

Acceptance and continuance of clients

Human resources

Engagement performance

Monitoring

INFRASTRUCTURE ELEMENTS

Leadership responsibilities include the objective of promoting a culture of quality. The
“Tone at the Top” is the underlying objective. Management responsibilities should be
assigned so that commercial considerations do not override the quality of work
performed. Compensation and advancement practices should demonstrate a Firm’s
commitment to quality. The firm should further assign responsibility for quality control
to personnel with sufficient and appropriate experience and ability, and must devote
sufficient and appropriate resources to the development, communication, and support of
the quality control system.

The second element of quality control is ethics. This is a recodification of the earlier
standards on quality control for independence, objectivity and integrity. Compliance
with relevant ethical requirements, and the understanding and communication of code(s)
of conduct are essential. There is a new focus on procedures to identify and evaluate
possible threats to independence and objectivity, and requires confirmation of
independence with all attest engagements at leas annually.

The third element of quality control is client acceptance and continuance. The objective
is to insure consideration of client integrity and the firm’s competency and capacity to
serve them. This element further requires a process that will recognize a lack of integrity
in clients, and also the evaluation of capability and capacity. The emphasis on the
engagement letter is solidified with the new requirement to obtain an understanding,
preferably in writing, regarding the services to be performed.

Human resources is the fourth element of quality control. The main objective is to insure
firm personnel have the competence, capabilities, and commitment to perform the firm’s
engagements. Human resources element covers recruiting and hiring, assignments,
continuing professional education policies, performance evaluations, compensation and
promotions. There is a specific requirement to provide adequate and appropriate
continuing professional education for all professionals within the firm. The element of
human resources also calls for responsibility for each engagement to be assigned to a
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responsible party, usually an engagement “partner”, who has the authority to bind the
firm with respect to the performance of the professional services to be performed.

ENGAGEMENT ELEMENTS

These first four elements provide the inertia for the remaining two—engagement
performance and monitoring. For firms properly addressing the first four elements with
the design of appropriate policies and procedures, the final two analytical elements are
more easily established and validated with firm policies and procedures that can address
both the general operating nature of the firm as well as review of specific engagements.

The fifth element is engagement performance, which holds the objective to insure that
engagements are performed in accordance with applicable standards, and includes how
engagements will be planned, performed, supervised, reviewed, documented, and
communicated. Reference and guidance materials, practice aids, software tools must be
provided to staff conduct the engagement, and a policy for consultation both inside and
outside the firm must exist. Of major significance is the establishment of the new
requirement for the firm to have procedures addressing the nature, timing, and extent and
documentation of the “engagement quality control review,” which is designed to be a
“cold” review of financials and selected workpapers, and include discussion with the
engagement partner and supervisory personnel. Engagement performance also requires
the completion of assembly of engagement files on timely basis to insure security of all
documentation, and also provide the opportunity for differences of opinion with the firm
to be resolved.

The final element is monitoring whose objective is to insure the firm’s policies and
procedures are relevant, adequate, operating effectively, and being complied with in
practice. Monitoring procedures may be either continuous or at a point in time. Firms
may Electing to conduct monitoring procedures at a point in time, may provided the
opportunity of a block or cluster of reviews, in which common firm actions may be
traced, and ways to improve work quality may surface. This approach to inspection
makes sense in view of the peer review requirement for inspection to occur in each of the
two years beyond each formal external peer review. In essence, monitoring captures all
the other elements of quality control, as it insures compliance with policies and
procedures established for meeting the objectives of leadership, ethics, client acceptance,
human resources, engagement performance, as well as monitoring. Review of
engagements is only one aspect. Monitoring further requires documentation of the
procedures and findings, and the communication of those findings. The monitoring
element also requires firms to establish policies and procedures for dealing with
complaints and allegations of non-compliance with professional standards and firm
policies.
EXTERNAL REVIEW AND HIGH RISK AREAS

The new requirements for peer review parallel the process of auditing in setting the risk
of material misstatement. The combination of inherent risk and control risk is used by
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peer reviewers, and a new “peer review risk” and undergoes the engagement with
consideration of “detection risk.” The new standards are more principles-based, make for
a clear separation of “system” review” from other types of peer reviews, and provides for
shorter and more concise peer review reports , which enhance the clarity, comparability,
and understandability. The new approach also makes clear whether a firm has
deficiencies in the system of quality control or whether it has no system at all.

When comparing the new peer review document with the SCCS No. 7, several critical
interfaces emerge. It becomes powerfully clear that firm’s must have a written quality
control document on file, in hand, and fully accessible. The QCD must contain the six
required elements, and must also include both policies and procedures to satisfy the
elements. Checklists are implied as being the key approach to satisfy these conditions.
The peer reviewer will be interested in reviewing the firm’s process of its engagement
quality control reviews and monitoring, all with sufficient documentation, including the
criteria for assigning reviewer(s), engagements selected, and the types of attest
engagements selected.

PATHS TOWARD RESOLUTION

There are several approaches firms can take on minimizing the cost of implementing a
revised system of internal control. If properly implemented, firms may actually realize a
financial savings through reduced overhead. A well-thought out plan of organizing a
working QCD would be an ideal first step. Specific criteria for engagements selected and
who performs reviews and how and when are they done would necessarily follow.

The practitioner has the ability to hand-craft and tailor suggested policies on the last two
elements, especially engagement performance, where the “engagement quality control
review” is required. For example, on the one hand, policy could be framed that calls for
the firm establishing and maintaining criteria  for how, what, when, and why
engagements are used for the separate dimension of the engagement quality control
review over what work may have been done in a workpaper review or technical review.

The practitioner is also better off evaluating specific engagements with separate policies
and specific procedures for sign-off by the reviewer in each engagement. The former
situation, a one-time, annual selection policy is a different type of policy from those
policies needed in assessing the performance of the specific engagements once they have
been selected! Consider the following information in Figure 2 for general policies:

Figure 2 — General Policy Controls over Engagement Performance

G1 | The engagement teams assure the assembly of final engagement files on a timely
basis;

G2 | The Firm maintains the confidentiality, safe custody, integrity, accessibility, and
retrievability of engagement documentation;

G3 | The Firm retains engagement documentation for a period of time sufficient to
meet the needs of the firm, professional standards, laws, and regulations;

G4 | The Firm has criteria for determining whether an engagement quality control
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review should be performed, which period(s) should be covered per client, and
that review is timely completely before any report on audit, attestation, or other
assurance is released;

G5 | The Firm establishes criteria for the eligibility of engagement quality control
reviewers;

G6 | The Firm establishes and maintains specific engagement performance standards,
including specific checklists for application to each engagement, for the
engagement quality control reviewers.

The reviewers can clearly consider these general policies (G1 through G6) separately
from the more specific types of policies needed in evaluating the actual on-going
performance of the specific attest engagement. See Figure 3 for examples of policies
that are best considered on an engagement-by-engagement basis.

Figure 3 — Specific Policy Controls over Engagement Performance

S1 | Planning for the engagement meets professional, regulatory, and the Firm’s
requirements;

S2 | The engagement is performed, supervised, documented, and reported (or
communicated) in accordance with the requirements of professional standards,
applicable regulators, and the firm;

S3 | The engagement team performs according to charges, and the process of any
internal team work review, independent workpaper review, independent
technical review, and this engagement quality control review, all lead toward
finalization of the client’s financial statements and the firm’s report;

S4 | The Firm requires that consultation take place when appropriate; that sufficient
and appropriate resources are available to enable appropriate consultation to take
place; that all the relevant facts known to the engagement team are provided to
those consulted; that the nature, scope, and conclusions of such consultations are
documented; and that conclusions resulting from such consultations are
implemented,

S5 | The Firm deals with and resolved differences of opinion, documents and
implements conclusions reached, and does not release the engagement report
until the matter is resolved;

S6 | The Firm establishes and implements procedures addressing the nature, timing,
extent, and documentation of the engagement quality control review;

S7 | The Firm establishes and implements procedures resolving engagement conflict
issues and other documentation.

The quality control team within the firm can then use this second set of specific
engagement policies (S1 through S7) separately in the engagement quality control review
for each engagement. This makes for advantages in both establishing and implementing
these policies, but also makes for easier subsequent implementation in monitoring, where
either the firm itself by inspection, or an outside peer review team has to plow through
documents and try to unfold issues that apply to a specific engagement as opposed to the
overall firm’s system of quality control.
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IMPLICATIONS FOR OPPORTUNITIES

Will clarity prevail in having separate checklists? With separate policies for general
engagement performance assessment v. specific engagement quality control review, the
firm can be develop better procedures, and the firm’s staff wins in having a clearer
checklist system (and saving administrative time). This separation also works well in
developing the policies for monitoring, and the firm may again tailor the procedures
needed to address various policy items.

Finally, the entire firm also wins in having the “approach” to the system of quality
control well documented. This makes for a working plan that can reduce staff time
during both pre-issuance (engagement quality control review) and post-issuance
(inspection and monitoring) review considerations of attest reports. The firm
management is then able to make easy modifications to the quality control system over
time. Both efficiency and effectiveness can be maximized.
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Biometric Data Security

Abstract

Traditionally, the primary method of securing access to an IT system and its data bases has
been passwords. More sophisticated methods have been developed. Among them are voice
recognition, fingerprint identification, and typing recognition methods. We shall describe and

discuss several of these methods and their relative advantages and disadvantages.
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Biometric Data Security

With stories of data theft appearing almost daily in the press (e.g. Pereira, 2008), the issue of
keeping data secure has become a critical issue with most organizations. Traditionally, the
primary method of securing access to an IT system and its data bases has been passwords. For
reasons we will discuss below, passwords have become increasingly deficient as a primary
protection scheme. More sophisticated methods have been developed. Among them are voice
recognition, fingerprint identification, and typing recognition methods. In this paper, we shall

describe and discuss several of these methods and their relative advantages and disadvantages.
KNOWLEDGE BASED METHODS

Knowledge based methods include passwords and PINs. For a number of reasons,
password protection, and PINs (which are the same thing) are no longer sufficient in modern
information systems. Password secrecy cannot be guaranteed. With the increasing number of
passwords the user has to remember, people resort to increasingly insecure methods of re-
membering them. Some people keep a written list of their passwords, often in plain view in
their work areas. Or, users may use the same password or close variations for all applications.
Or, users may choose a password which is easy to guess, such as names of children or birth-
dates. There is no way to prevent the unauthorized passing on of passwords. In downtown
San Francisco poll, two-thirds of the workers asked exchanged their passwords for a $3 coffee
coupon. In another poll, 80 percent of workers said they would disclose their passwords to
someone in the company if asked. (Bjorn 2007) Often these shared passwords are kept in
lists since the secondary user does not use them often enough to commit them to memory.
This is especially critical against the background of constantly increasing damage potentials

and stricter requirements in controlling risk. Computer viruses known as ‘key loggers’ can be
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inserted onto a hard disk and record the key strokes which will include passwords or PINs.
Beside the risk factor, passwords cause high costs in companies. Many employees forget their
passwords. The reset is costly. For example, forty percent of all calls to help desks are for for-
gotten passwords. Each year, companies spend up to $150 per user trying to maintain secure

passwords. (Bjorn 2007)

A form of passwords used in German banks is the transaction number, or, TAN. All
on-line transactions must be accompanied by a TAN. The bank periodically sends the user a
computer generated list of 120 or so TANs. One method is to ask the user to type in any TAN
from the list (each one may be used only once). The computer authenticates it and allows the
transaction if there is a match. This means the user needs only a sample of the TAN list avail-
able at any given time and the rest of the list may be kept secure. It would be easier, however,
for an unauthorized user to guess the number. Another method is for the application to specify
the sequence number of the TAN and then authenticate it. This reduces the probability of a
guess, but means the user must have the entire TAN list available anytime there is a transac-
tion. Neither method is particularly secure from a skilled and determined attacker. In addi-

tion, the TAN list method costs approximately €3 per year per customer.
TOKEN BASED METHODS

Token based methods include smart cards and other devices such as USB identifiers.
Although the user cannot transmit the security code as with a password, the token can be
loaned, lost or stolen. Tokens can also be expensive. Smart cards, for example, must be
manufactured, personalized, and delivered to the customer. The German banking industry has
estimated that smart cards will cost €50 per customer. This includes the three items we men-
tioned plus the security infrastructure and the cost of the misdelivered or misdirected cards.
Tokens with imbedded RFID chips can be read without the owner’s knowledge. For example,

a cyber-intruder could sit in a busy mall with a reader in a briefcase and read the cards of peo-
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ple walking past him. This has even spawned a secondary industry of protective shielding for

personal cards. (Shepard, 2008)
BIOMETRIC METHODS

Biometric methods are those which use a personal characteristic of the user for authen-
tication. The three most common are voice recognition, fingerprinting, and typing recognition
(Welcome, 2008). A fourth which has received notice in the press, but which has limited use-
fulness is eye (retina/iris) identification. Each has its advantages and disadvantages, but, as
we shall see, all are not equal neither in their range of applications nor in their usefulness or

security levels.

Biometric methods have become a key technology for person authentication. A project survey

(Graevenitz, 2007) yielded the following results:

The vast majority of those responding think that biometrics will be successful in the
future, 40 percent predicted strong growth rates ranging up to over 60 percent per year. The
International Biometric Group estimates that the yearly revenues of biometrics will increase
from €3 billion in 2007 up to almost €6 billion in 2010. Experts think that in the future, bio-
metric methods will dominate the security market and replace passwords. Nevertheless, im-

portant issues of practicability remain.

In Germany, the industry association Bitkom has estimated that the turnover revenue of
biometrics will grow from €120 million in 2006 to €300 million in 2010. Government demand

is very important here, up to 45 percent according to Soreon Research.
Success Factors and Problems

For a biometric method to be successful initially, it must provide additional security, be
simple and fast and be comfortable to use. As it is put into widespread use, the costs and the

error rates become increasingly important. With large numbers of users and transactions, the
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error rates can yield intolerable numbers of errors. For example, a system which is 99.9 per-
cent accurate will still yield 100 errors per million transactions. This is in contrast to Six
Sigma which specifies 3.4 errors per million as a maximum. Two key measures of quality in
any system are 1) the false rejection rate (FRR) or false non-match rate (FNMR) or, more gen-
erically, false negatives; and 2) the false accept rate (FAR) or false match rate (FMR), or,

more generically, false positives. (Basics 2008)
Eye Identification

This method involves scanning either the retina or the iris of the eye of the user and
either comparing it to a pattern in the user’s file or to a pattern on an ID carried by the user.
The iris is preferred since it is possible to damage the retina by scanning it with a laser beam.

The method is highly accurate since each individual’s iris pattern seems to be unique.

The primary drawbacks are size and cost. This method requires expensive, bulky
equipment, so is useful only when the user comes to the system. Examples are security
checkpoints (such as at airports) or fixed terminals (such as cash machines). (Lichanska,
2008) A user may also be forced to verify his or her identification by intruders. In the case of
large scale operations such as airport security, it is unlikely that all passengers will have their
patterns on file, so they much carry special cards. Unless the identity pattern is encrypted in a
highly secure manner, the system can be easily fooled. Age and disease (cataracts, for exam-

ple) can also alter the eye patterns, so the file pattern would have to be updated periodically.

A final problem is scalability. A given system, under ideal circumstances, will yield a fixed
level of security. The system cannot be changed easily to adapt to the required security need
of the application. On the other hand, the system cannot be fooled with a representation of the

retina or iris. (Lichanska, 2008)
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Voice Recognition

One of the largest companies providing voice recognition technology for security pur-
poses is VVoice.Trust, AG in Germany. Their system is used primarily to reset forgotten pass-

words. Founded in 2000, they have approximately 250,000 licenses installed.

The principle advantage of voice recognition is simplicity and ease of use. Within an enter-
prise with an internal phone system, minimal additional equipment is needed. The user is
prompted to speak a phrase, and the system matches the speech pattern to a file on that indi-

vidual. It does require the individual to ‘train’ the system.

There are a number of problems with a voice recognition system. The system can be
fooled if the user’s voice is recorded and played back by an intruder. (Biometric Authentica-
tion 2008) The user can be forced to use the system, although stress may alter the speech pat-
terns to the point where they do not match the file. A user may also ‘give away’ sample re-
cordings of their speech patterns in collaboration with an outside intruder. Even in normal
use, the password is given to the user in a non-encrypted manner which may be intercepted.
Furthermore, employees have shown a reluctance to use the system knowing that their voices
are recorded. At one large German bank, 80 percent of the employees still preferred using the
help desk for password reset rather than the voice recognition system. Voices may change

with age or illness, but the system may be ‘retrained’ to adapt to these changes.

More serious is the limitation on accessing the system from outside the enterprise.
Although voice systems are available through the internet, the quality of the system and, thus,
transmission can vary widely. This may make it difficult for off-site users to access the home
system. Because of the low level or lack of encryption, the system is more susceptible to in-

terception or attack when used remotely.
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Voice recognition is scalable. To increase security at any given time, the user can be

asked to speak longer sentences.
Fingerprint Recognition

Fingerprint recognition is similar to eye recognition in terms of advantages, disadvan-
tages and scalability. The required equipment tends to be smaller and less expensive. A fin-
gerprint scanner imbedded in a mouse, for example, can be purchased for as little as $50.
(APC, 2008) This makes it possible for a user to carry the equipment while travelling; but, on
the other hand, requires the user to carry special equipment. This means the user must have
his or her own computer, or the computer being used must be equipped with the hardware and
software interface to use the equipment. A common use is to use a fingerprint scanner to pro-
tect a file containing the user’s passwords. (Groom 2007; Harris 2008) Fingerprints are easier
to gather on a large scale (and are often done so as with people in the military), so loading the
database of patterns would be less onerous than with eye scanning when they are used for
identification. A drawback, however, is that some types of scanner can be fooled by pictures
or molds of fingerprints. (Harris 2008)

Typing Recognition

Typing recognition analyzes the pattern of a user’s typing and grants or denies access
bases upon a match on file. Early methods, such as BioPassword, are similar to the eye, voice
and fingerprint systems. A sample is on file, and the system directly compares the way the

user types the sequence with the file sample using features such as speed and rhythm.

The other approach, used by a system called Psylock (Bartmann, 2007a, 2007b), analy-
ses the user’s typing with a statistical model which measures thirteen characteristics of a per-
son’s typing such as right- and left-handedness, general features of typing (ten-finger system,
typing with two fingers, ...) and the precision of typing (overlaps: a second key is pressed

while the first key was not yet released, and so on). The process records the basic observation
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data ‘key holding time’ and ‘time of transition’. The program then generates and calculates the
parameter for a complex stochastic model. The method analyses beside the typing speed and
rhythm also precision, typical typing mistakes and correction behaviour, right- and left-
handedness, typical interruptions -- up to thirteen (13) features of typing behavior. The various

features are individually weighted using a simulated neural network.

In other words, the user may type any sequence, using a different one each time, and
the system analyzes the typing characteristics and either grants or denies access. In practice,

the system gives the user a sentence to type when prompted.

Typing recognition, in general, has the advantage that no additional equipment is nec-
essary. The system in the home server analyzes what is typed from any keyboard. Systems
such as BioPassword are more sensitive to different keyboards since they much match a given
pattern. Since Psylock uses a statistical model, it is keyboard independent. Both require the
user to ‘train’ the system to recognize their typing patterns. No additional equipment means

there is no cost for equipment, distribution, installation, maintenance or replacement.
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Figure 1. lllustration of the Psylock methodology
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An additional advantage of Psylock is scalability. Since it does not try to match a pattern, the
system can generate a sentence of any length or complexity. The longer and more complex
the sentence, the more secure the system. The system can automatically determine the re-
quired security level and give the user a longer or shorter sentence to type.

Finally, the user cannot share the Psylock ‘key’ as one can a password or PIN. Even if
one knew all the parameters used in the statistical model, one could not describe his or her
typing technique in a manner which could be used to gain unauthorized access. The user gen-
erally could not be forced to enter the system since the stress would cause the typing charac-
teristics to change. There is no secrecy in Psylock. Anyone can see the sentence the user is
asked to type; only the correct user can type it correctly.

As with all biometric methods, something could happen to the “biology.” A broken or
sprained finger, for example, would change the typing characteristics, although it would affect
the early systems more than Psylock. In the case of a permanent change (arthritis, missing
digit, etc.) the system could be ‘retrained.’

Something that the other methods do not have that Psylock does is the ability to run in
the background. Without the user’s explicit knowledge, the system could determine if given
users are who they say they are. In e-mail applications, the system could determine if the per-
son typing the message is the one identified as the sender. Or, it could sound an alarm in a
security area if an unauthorized user is typing on a terminal. Or, in distance learning, it could
determine if the person taking the exam is the one who signed up for the course (but, alas, it
cannot tell if someone else is sitting there giving the answers, or if someone is a surrogate
course taker).

Areas of Application for Psylock

Since it is a pure software solution based on a stochastic model, Psylock has a great

deal of flexibility compared to the other methods. The most interesting application is for web
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access. All web authentications that have been using passwords so far (e-Bay, PayPal, Ama-
zon, on-line banking, etc.) can be secured with Psylock. Worldwide remote access to the com-
pany network through the internet is possible as well. With Psylock age recognition for the
legal protection of children and youth is possible. Registration has to be done only once to be
used as a secure gate to gain access to the internet. The application which should find the most
popularity among consumers is the authentication of individuals in Web 2.0. The security and
comfort of online banking applications can be significantly increased. Typing behaviour
shown while filling out a transfer form is analysed and the result added to the transfer as a
fraud resistant signature. This makes TANs (transaction numbers) obsolete and prevents

phishing. It is possible to offer a virtual USB stick secured with Psylock as a web service.

Psylock can be used for login at computer workstation instead of or, if necessary, in addition
to a password. If the customer definitely wants to keep the password, he can at least simplify
the reset procedure with Psylock. This saves time and costs. Psylock can be used as a digital
signature on a typed document or as a proof of authorship, e.g. in secure emailing. This use

would be appropriate for government sectors. It can be used to improve the security of access

to common data bases in supply chains involving firms in several countries.
Comparative analysis (conducted by Wincor Nixdorf AG)

The Wincor Nixdorf AG conducted a comparison of Psyock, its own product Pro Tect/Work

Enterprise (Fingerprint) and the voice recognition software VoiceTrust.
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WINCOR
NIXDORF

EXPERIENCE MEETS VISION.

Characteristics
Description
necessary devices
authentication variants
Enroliment
procedure

time consume
dependencies

authetication
procedure
time consume

use cases
login to PC

activations/ password reset

legitimation processes

ProTect/Work Enterprise
Authentication by fingerprint
fingerprint sensor
identification/verification

authenticate 1-10 fingers 3 times
and verify once
3-5 minutes per user
quality of the sensor

place a given finger on the sensor
1-2 seconds

yes
not necessary

mostly not, because of the
necessary hardware

Validierungsbericht | Ingo Ludemann | Oktober 2006

Voice Trust
authentication by woice
telephone
verification

speak 3-10 given name pairs 3-7
times
5-10 minuter per user
speech channel (mobile, VOIP,
fixed telephone)

speak the necessary name pairs
2-3 minutes
limited, if at all

yes

yes

Table 1. Comparison of Biometric Methods

Comparison of biometric methods

Psylock
authentication by keyboard
computer keyboard
identification

type a given sample 20 times
5-10 minutes per user
none (wireless keyboards still
problematic
type a given typing sentence
10-30 seconds depending on the

length of the typing sentence

yes
yes

yes

15

LALIJ 8 Possible use cases

NIXDORF

EXPERIENCE MEETS VISION.
Integration ProTect/Work Voice Trust Psylock

Enterprise

Individual use cases | yes yes Yes
Access systems yes yes yes
Email / Document limited limited yes
signature
Legitimations like limited yes Yes
online banking
Online no limited yes
Authentication
service

Validierungsbericht | Ingo Ludemann | Oktober 2006

Table 2. Uses of Three Biometric Methods
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Conclusion

Data security is an important problem now, and will continue to increase in impor-
tance. The US Air Force is currently (April, 2008) running recruiting commercials on TV
showing Airmen whose sole job is defending Department of Defense computers against in-
truders. Given the significant weaknesses of knowledge and token based security methods,
biometric methods will become ever more important. As with many applications in the IT
area, the crux of the matter may hinge upon whether the protectors or the hackers advance

most rapidly technologically.
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ABSTRACT

This paper investigates how Human Resource Accounting (HRA) measures may be useful as a
component of the Balanced Scorecard. @~ Human Resource Accounting (HRA) involves
accounting for the company’s management and employees as “human capital” or assets that
provide future benefits. The Balanced Scorecard is a performance measurement process that
focuses on multiple dimensions of Financial, Internal Process, Customer, and Learning and
Growth. The authors believe that Human Resource Accounting measures incorporated in a
Balanced Scorecard performance measurement system can help an organization define and
orchestrate its strategy for success.

INTRODUCTION

Human Resource Accounting (HRA) involves accounting for the company’s management and
employees as “human capital” or assets that provide future benefits. Traditional accounting
treats costs related to a company’s human resources as expenses on the income statement that
reduce profit, rather than as assets on the balance sheet that have future value for the company.
On the other hand, Human Resource Accounting (HRA) involves accounting for the company’s
management and employees as “human capital” or assets that provide future benefits. HRA
suggests that the process of measurement, as well as the measures themselves, have relevance in
decision-making. The Balanced Scorecard developed by Robert Kaplan, a professor at Harvard
University, and David Norton, a consultant [10] [11] [12] is a framework to organize the process
of measuring groupings of financial and nonfinancial performance measures that support the
strategies particular to an organization. The Balanced Scorecard includes the performance areas
in the multiple dimensions of Financial, Internal Process, Customer, and Learning and Growth.
It facilitates linking company goals to these key performance indicators in order to measure
critical factors that have a significant impact on the future success of the company. Both HRA
and the Balanced Scorecard facilitate the importance of a long-term rather than short-term
perspective in management decision-making and performance evaluation.

THE STUDY

The Balanced Scorecard is a powerful tool for performance measurement. In addition to the
historical financial measures often considered lagging or backward looking, the Balanced
Scorecard performance approach scores additional leading or forward looking measures which
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predict performance and success over the long-term. Although HRA measures may have
relevance for the “Financial” component, probably the most practical HRA application is in the
forward looking “Learning and Growth” component which provides measures to assess how the
company will be able to continue to improve and create value as a result of skilled and
innovative employees, positive corporate culture, and technological development, all factors
which impact the development of other areas. HRA measures can assist in measuring Learning
and Growth component key performance indicators related to employee training and
management development, employee retention, and employee value in the organization.

Both HRA and the Balanced Scorecard have adapted to changes in the economic environment,
and both recognize the importance of human capital in innovation and technology, crucial factors
for the long-term success of organizations. The origins of HRA came about from the shift in an
industry based economy with a focus on physical assets such as factory, machines and
equipment, to a high technology, information, innovation based environment with a focus on the
expertise, talents, creativity, skills, and experience of people—the company’s human capital.
With the recognition of this human capital intensive economy, starting in the 1960s a growing
body of theoretical, empirical and field research ensued in order to develop accounting for
human assets, referred to for the first as Human Resource Accounting by Brummet, Flamholtz
and Pyle [3].

HRA has implications for both external financial reporting and internal managerial reporting. As
some authors have recently discussed [1], although the importance of human capital in firm
value creation is firmly established in the literature, the level of emphasis placed on human
capital disclosure by preparers of financial statements in minimal. External financial reporting is
utilized in financial statements in organizations’ annual reports distributed to external users such
as stockholders, bankers, and potential investors and lenders.

External reports for public companies, and often for private companies seeking financing, must
follow “generally accepted accounting principles” (GAAP) in order to encourage objective,
reliable and verifiable measurement to facilitate assessment of the company’s financial standing
and comparability among organizations. It is recognized that there are problems with reporting
human assets on the balance sheet for external financial reporting in that there is subjectivity in
measuring human assets. The same problems holds true for reporting intangible assets such as
goodwill and patents that have been internally generated rather than paid for through a corporate
acquisition. Just as GAAP does not allow reporting of human resources as assets, accounting
rules do not allow for these intangible assets to be reported as assets.

Whereas there are difficulties in external financial reporting of HRA measures, HRA may best
be used as a managerial tool to aid in making decisions that will benefit the long-run strategic
goals and profitability of the company. As opposed to external financial reporting, managerial
reporting does not require adherence to a strict set of GAAP in specific financial statements in
acceptable format reported to the public. However even if human assets are not reported on the
face of external financial statements, HRA can play a crucial role in internal managerial
decision-making, and HRA measures can be used to show that investments in a company’s
human resources may result in long-term profit for the company. Over the years of its
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development, HRA has been shown to be a useful tool in measurement and management in
organizations [4] [6] [8] [7] [13].

As much as the measures themselves are relevant in managerial decisions, it is also useful to
recognize that when managers go through the process of HRA measurement treating human
resources as capital assets, they are more likely to make decisions that treat the company’s
employees as long-term investments of the company. Flamholtz [5] describes the HRA
paradigm in terms of the “psycho-technical systems” (PTS) approach to organizational
measurement. According to the PTS approach, the two functions of measurement are: 1) process
functions in the process of measurement and 2) numerical information from the numbers
themselves. Whereas one role of HRA is to provide numerical measures, an even more
important role is the measurement process itself. The HRA measurement process as a dual
function attempts to increase recognition that human capital is paramount to the organization’s
short and long-term productivity and growth. When managers go through the process of
measuring human resources, they are more likely to focus on the human side of the organization
and are more likely to consider human resources as valuable organizational resources who
should be managed as such.

The Balanced Scorecard also recognizes the importance of the process of measurement in getting
management to pay attention to strategic areas that will improve the long-term success. For
example a strategy for success includes management’s consideration of attention to leading or
forward looking performance measures based on learning and growth, which are relevant in
improving the company’s ability to innovate. Factors such as amount spent on employee
training, employee satisfaction and employee retention are measured, and performance graded as
part of the Balanced Scorecard approach. Although management does need to know the results
of past decisions through the financial information, management also needs to know the future
impact of current decisions, and the Balanced Scorecard accommodates this need. As reported in
Atkinson, et al. [2] surveys indicate that 60% to 70% of companies worldwide use some version
of the Balanced Scorecard approach; and that the Balanced Scorecard has been adapted in public
sector and nonprofit organizations as well.

In a potential layoff decision with use of HRA measures included in the Learning and Growth
component of an organization’s Balanced Scorecard, rather than only traditional accounting
measures, management is better likely to see the hidden costs to the company’s human resources
and the long-term implications to the human assets. This is because HRA views human
resources as assets or investments which must be maintained for long-run productivity. Layoffs
may affect future long-term decreases in profits from lost productivity, costs of rehiring and
retraining when business returns, and costs of lower morale of existing workforce. If
management quantified the actually costs of layoffs, management might be less inclined to use
layoffs as a way to cut costs and boost short-term profits at the expense of long-run productivity
and profits.
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CONCLUSION

Just as the field of HRA has grown globally, significant interest in HRA has expanded and
crossed over into fields other than accounting—including economics, organizational
management, and organizational culture— and inspired related research. This paper has explored
how Human Resource Accounting measures incorporated in a Balanced Scorecard performance
measurement system can help an organization define and orchestrate its strategy for success.
The Balanced Scorecard approach to performance measurement which has gained substantial
attention and use in recent years provides further opportunities for utilization of Human
Resource Accounting measures.
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Abstract

This paper proposes a new methodology for analyzing cases involving
stakeholders in a disputed surrogacy arrangement in which the stakeholders do not agree
and as result tradeoffs occur. This methodology is the Analytic Hierarchy Process, which
allows users to weight different criteria based on their own judgments and background
with respect to the three stakeholders and outcomes. Three case studies are proposed in
which the criteria for decision making are different from each stakeholder’s point of view.
The criteria that are considered are legal, health and ethical. The stakeholders considered
will be the biological mother, the biological father, and the surrogate mother. The base
for the model is that all three parties have entered into an agreement, and that after the
agreement has been made, a situation changes, such that a decision about who has the
parental rights over the fetus or child becomes an issue.

Introduction

Now, due to legal and technological changes, the path to parenthood has created
many options for those wanting to have children. But, with these options, there has
arisen many complications in terms of legal, ethical and medical concerns with respect to
all of the parties involved. Parents can now choose adoption, technological intervention
to become pregnant and surrogacy. These options have increased the complications
when it comes to all of the stakeholders involved when all parties are not in agreement.
This paper specifically looks at the option of surrogacy and what complications arise as
the pregnancy progresses and the wishes of the stakeholders change. The stakeholders
that are considered in this paper are; the biological mother, the surrogate mother and the
biological father. The cases are further explained below. When the tradeoffs among
these stakeholders change, what should the best outcome be? The outcomes considered
here are: pregnancy to term, abortion, or adoption. In order to analyze these tradeoffs the
analytic hierarchy process is used to weigh the three areas of consideration; legal, ethical
and health, with respect to the three stakeholders.

This paper does not aim to solve or answer the question of what is the “right”

decision, but more to consider the use of technology in the decision making process,
where all parties involved have a “valid” stake in the outcome. Three case studies were
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developed to explicate how when the situation changes, the weights of the criteria and
stakeholders change. This paper looks to consider the following questions. Can
technology aid in this process of determining the best course of action? Can technology
help to disseminate some of the emotional charge that inevitably goes into these decisions,
to help determine what truly is the “best” decision, even if all parties do not agree? This
is a heated topic, and all parties have valid feelings and concerns. Finally, can

technology help in this process, so that all parties can see the trade-offs and believe that
although they may not have had their choice chosen, that the best decision was made in
the case of all parties involved?

Legal and Case Studies Background

Historically, when the custody of a child is contested, the courts will look to the standard
of what is in the “best interest of the child” in reaching its decision.* However, with the
advancement is reproductive technology, such as in vitro fertilization, the courts must
grapple with the issue of who is the legal parent. Three California state cases are
discussed in this paper to illustrate how courts are dealing with this issue.

The first case is Johnson v. Calvert, 851 P.2d 776 (Cal. 1993), cert. dismissed, 510 U.S.
938 (1993). This is case, the Calverts, a married couple, entered into a gestational
surrogacy arrangement with Ms. Anna Johnson. Under this type of surrogacy
arrangement, the wife’s egg inseminated with the husband’s sperm was transferred into
the uterus of another woman, the surrogate, for gestation and birth. As part of the
contract, Ms. Johnson agreed to relinquish all parental rights. During the pregnancy, the
relationship between the Ms. Johnson and the Culverts deteriorated. The Calverts sued
for a declaration that they were the legal parents of the unborn child. Ms. Johnson sued
to be declared the legal mother.

The California Supreme Court held that although the state statute “recognizes both
genetic consanguinity and giving birth as means of establishing a mother-child relation,
when the two means do not coincide in one woman, she who intended to procreate the
child-that is, she who intended to bring about the birth of a child that she intended to raise
as her own-is the natural mother.” Id. at 782. The court held that the gestational mother
had no parental rights, and the agreement was not inconsistent with public policy nor was
the termination of the surrogate’s claims to the child was not unconstitutional.

*Hames, J. & Ekern, Y. (2006). Introduction to Law (3" ed.). New Jersey: Pearson Prentice Hall

The next case is In re Marriage of Moschetta, 30 Cal. Rptr. 2d (Ct. App. 1994)

The husband and wife, Robert and Cynthia Moschetta, entered into a traditional
surrogacy arrangement in which Ms. Elvira Johnson, the surrogate, was impregnated with
Mr. Moschetta sperm with the prior understanding that the resulting child would legally
be the child of Mr. Moschetta. Ms. Johnson also agreed to terminate her parental rights,
and Mrs. Moschetta would then adopt the child. After the baby was born, the marriage
deteriorated, and Mr. Moschetta filed for divorce. The court was asked to determine the
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parental rights of the wife and the surrogate. The trial court held that Mr. Moschetta and
Ms. Johnson were the legal parents of the child and should have joint custody. Mr.
Moschetta appealed stating that contends that his wife is the legal mother.

The California Court of Appeals held that according to the state statute, the surrogate is
the legal and natural mother genetically and by giving birth. The court noted that this
case differed from the Johnson case since the wife, Ms. Moschetta, was not the child’s
genetic or biological mother. The court reasoned that since the state statue was clear
there was no further need to look to the ruling in Johnson, and therefore held that the
surrogate, Ms. Johnson, was the legal mother.

The third case is In re Marriage of Buzzanca, 72 Cal. Rptr. 2d 280 (Ct. App. 1998),
reviewed denied, (June 10, 1998).

In this case, the Buzzancas, a married couple, agreed to have an embryo genetically
unrelated to them implanted in a woman, the surrogate, who would carry and give birth to
the child for the couple. Before the birth, the Buzzancas split up, and the question before
the trial court was who were the lawful parents. The trial court determined that the child
had no lawful parents. The parties appealed.

The California Court of Appeals held that Mr. Buzzanca was the lawful father because
“...there are times when fatherhood can be established by conduct apart from giving birth
or being genetically related to a child’. Id. at 282. The court relied on the finding in
Johnson and found that Ms. Buzzanca was the lawful mother. The court held that

...Just as a husband is deemed to be the lawful father unrelated to him when

his wife gives birth after artificial insemination, so should a husband and

wife be deemed the lawful parent of a child after a surrogate bears a

biologically unrelated child a their behalf. *“In each instant, a child is

procreated because of a medical procedure was initiated and consented to by

intended parents. Id.

Summary of the Three Cases

In the three California cases, the courts first looked to the California state statue to help
determine the legal status of parties. The courts also looked at the intention of the parties
at the time they entered into a surrogacy arrangement to help determine who the legal
parent(s) of the child are.

In Johnson, although the surrogate was the birth mother, she had no genetic connection to
the child. Relying on the statue and the intentions of the parties, the California Supreme
court held that the husband and wife were the legal parents.

In Moschetta, the surrogate was the birth mother and was genetically connected to the
child. The court, relying on the statute, held that the husband and the surrogate were the
legal parents. The court did not follow Johnson, since the surrogate in this case had the
genetic connection.
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In In re Marriage of Buzzanca, a genetic connection did not exist for any of the parties to
the surrogate arrangement. The court, relying on Johnson, looked at the intent of the
parties and held that the husband and wife were the lawful parents.

Application of Existing Law to Hypothetical Cases
Hypothetical Case 1

The Facts:

Husband and wife cannot conceive. They enter into a traditional surrogacy arrangement
with a woman who has agreed to be artificially inseminated with the husband’s sperm
and to terminate her parental rights upon delivery. However, after delivery, the surrogate
decides that she wants to keep the child.

Analysis based upon the three legal cases:
Based upon the existing case law, it would appear that the Moschetta case would
be followed since the facts in the hypothetical and the actual case are the same.
The surrogate in the birth mother and is genetically connected to the child.

Hypothetical Case 2

The Facts:

Husband and wife cannot conceive. They enter into a traditional surrogacy arrangement
with a woman who has agreed to be artificially inseminated with the husband’s sperm
and to terminate her parental rights. When the surrogate is seven months pregnant, the
marital relations between the husband and wife deteriorates. The wife decides she does
not want the child, and she files for divorce.

Analysis based upon the three legal cases:
Based upon the existing case law, it would appear that the Moschetta case would
be followed since the facts in that case mirror the facts in hypothetical case 1.
Therefore, applying the case law to this hypothetical, the legal parents would be
the father and the surrogate.

Hypothetical Case 3

Husband and wife cannot conceive. They enter into a traditional surrogacy arrangement
with a woman who has agreed to be artificially inseminated with the husband’s sperm.
The surrogate carries the baby for two months, during a routine examination it is
determined that the fetus has a medical issue. The surrogate wants to abort the fetus.

Analysis based upon the three legal cases:
The California courts have not addressed this issue. However, the California
Court of Appeals discussed that enforcing a surrogate contract could lead to many
legal problems and questioned:
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What if a surrogate mother took drugs or alcohol during her pregnancy in
violation of her contract? Or wanted and abortion? Could the contract be
enforced by court order and subsequent contempt? Would there be a
“surrogate mother’s tank” in the local jail. In re Marriage of Moschetta, 30
Cal. Rptr. 2d 893, 903 & n.23 (Ct. App.1994).

The Analytic Hierarchy Process Methodology

The Analytic Hierarchy Process (AHP) methodology was developed by Thomas Saaty in
the 1970s; in the six volume set Fundamentals of Decision Making and Priority Theory
with The Analytic Hierarchy Process, Volume I-VI of the Analytic Hierarchy Process
Series (Saaty 1994), the mathematics and research are fully detailed. The AHP
methodology uses matrix algebra, eigen vectors and pairwise comparisons to help
decision makers in the decision making process. This involves structuring problems into
a hierarchical form by decomposing the problem into its parts and sub-parts. Once the
model is constructed, the decision maker or expert enters judgments using a pairwise
process. This process creates the prioritization of the parts and sub-parts. In this paper,
we create a criteria-rating model where these are the three main areas for consideration
when making a decision about how to proceed with the pregnancy; legal, health and
ethical. The model, which utilized hypothetical case 3, aims to create a set of weights
that considers the trade-offs among the three stakeholders.

The overall attributes will be weighted based upon the judgment of each person assigned
a certain role as a stakeholder. The questions will be framed as follows: “Is the view of
one stakeholder more important than another stakeholder’s view with respect to a specific
issue.” and, “With respect to the specific issue, how much more important are they with
respect to the others.” The scales for this judgment range from extremely important to
not very important. This pairwise process will be repeated for each criterion and for each
stakeholder.

One of the key strengths of AHP is that it uses ratio scale measurements. This allows us
to make direct comparisons among the different criterion. For example, if a criteria
receives an overall rating of .90 and another a rating of .30, we can state that the first
criteria is three times as important as the second criteria with respect to all stakeholders
involved.

An example of the proposed model results for hypothetical case 3 are below in Table 1
and 2:

Table 1: Overall Criteria Weights in the AHP Model

Criteria Overall Criteria Weights
Ethical 597
Legal 157
Health 246
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In this case scenario, the ethical issue is overwhelmingly the most important issue; more
than twice as important as the health issues. The legal issue does not weigh heavily in the
decision making process for this case.

Table 2: Overall Weight of Each Alternative Outcome

Decision Outcome Weight of each Outcome
Abort .078
Adopt 291
Carry to Term 631

This is an example of the overall synthesis of a model. In this case, the surrogate mother
is healthy, the biological father is supportive and the biological mother wants to have the
baby carried to term, but the surrogate mother wants to abort because there are health
issues with the baby, similar to hypothetical case 3. In this case scenario, the best option
was to carry the baby to term. The numbers are ratio level numbers, so we can state that
the option to carry the baby to term is roughly twice as preferable as adopt. So we are
pretty confident in the outcome.

Possible Health Issues

Detection of severe fetal birth defects, such as: 1.) Tay Sachs, 2.) Trisomal 18, 3.) and
other genetic disorders may cause question about whether or not to terminate a pregnancy.
Further question may arise if the mother’s health is at risk to carry the fetus to term.
Below is a list of possible health risks to the woman (Planned Parenthood Affiliates of
California Inc., 2004). Health risks should be considered when looking at the trade-offs
among the three stakeholders. Depending on the specific case study, the health criteria
will be weighted differently with respect to each stakeholder.

malignant hypertension (to include preeclampsia)
brittle diabetes

severe clinical depression

suicidal tendencies

serious renal disease

specific types of infection

SourwnE

Questions to consider with respect to the Heath criteria:

1. Are test results reliable? and, What are the chances for error?

2. Does the heath care provider have ethical and/or medical obligation to discuss
medical concerns about the baby's quality of life (or survival rates) with all
concerned parties? (I think this can be asked as both a health question and an
ethical question, do you?)

3. If the surrogate’s health is at risk, should anyone else be involved in the
decision to carry to term? ( Again, this may be more of a bioethical issue)
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4. Do you discuss these issues privately with each invested person? Parents may
wish to have the surrogate carry to term, but surrogate may not want to carry
this baby to term if there is a serious birth defect (may also be visa versa).

5. s the physician aware of the surrogates plan? If so, what responsibility does
he/she have towards the biological parents?

6. Is the provider aware of the personal issues of each party? If so, what are the
medical obligations if any?

Ethical Issues to Consider

Questions to consider with respect to the Ethical criteria:
1. Who’s health is more important, the unborn baby or the surrogate mother?
2. Religious concerns on the part of the surrogate?
3. Religious concerns on the part of the biological mother and father?
4. Emotional considerations on the part of all people involved.
5. Implications in terms of the views of society.

Conclusions and Future Research

This paper has set forth a framework for why it is critical to find a methodology to help in
the decision making process when the stakeholders involved have a “valid” stake in the
outcome and when legal, health and ethical issues are involved. Three cases have been
developed for future study with subjects that will be assigned a specific role in the
decision making process. In the future, we would like to compare our modeling
technique with an actual case to determine if technology and AHP can be used to either
match a specific case’s outcome to validate the court decision, or show that this technique
can aid in determining a better outcome that takes into account the concerns of all parties
involved.
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INTRODUCTION

At its heart, business is about conflict. Consumers want the lowest prices they can get for
the goods and services they buy; businesses want the highest prices they can get for the
goods and services they sell. Workers want the highest compensation package possible;
employers want to minimize costs. Under the assumptions of competition, the forces of
supply and demand ensure that a price that maximizes total welfare (consumer surplus
plus producer surplus) is set.

The assumptions of competition are heroic. There must be a lot of buyers and a lot of
sellers. All firms will charge the same (market) price, because products are homogeneous
(indistinguishable from each other). There must be easy entry and exit into the industry.
Both sides of a transaction must have all the relevant information. If any of these
assumptions is violated, the industry is not competitive. Under non-competitive
conditions, total welfare may or may not be maximized. Most industries in the US are
fairly competitive. In many cases, regulation arises to protect the various agents under
non-competitive situations.

However, disputes arise, particularly when one agent in a transaction has information that
the other party does not. Negotiation of contracts, disagreements about the terms of a
contract, and improper behavior can also lead to disputes. Over the past twenty years
there has been an explosion in the use of different dispute resolution methods.
Organizations from schools and governments to business and courts have considered
their use. Some forms are used significantly more frequently. Others are virtually
unknown to anyone outside of the profession. How do organizations select the method of
dispute resolution that they used. More importantly, how should they select the method?
This paper will consider a number of factors that should be considered and then apply
them to a variety of dispute resolution methods.

As noted in Shelborn and Porca (2004), alternatives to litigation can reduce the
transactions costs associated with settling a dispute. Alternatives can also expand the
possible solution set, and offer the involved parties a chance to get more complete
information and a more detailed settlement than would occur in a courtroom. Finally,
certain alternatives can foster the cooperation necessary to a resolution rather than
engendering conflict.
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Blackard (2001) states that alternative dispute resolution (ADR) processes can be very
beneficial when conflicts arise between management and employees. He notes that the
costs can be lower in terms of litigation expense, time and effort, and the process can
build trust in management and enhance communication, while supporting diversity and
the need for change.

The purpose of this paper is to define the various forms of dispute resolution and to
assess the factors to consider when choosing a particular process.

FORMSOF DISPUTE RESOLUTION

There are a number of processes that are accepted as part of the arsenal of dispute
resolution methodology. The most common forms are discussed below. Sometimes the
terminology is used inconsistently and interchangeably.

1. Litigation

Litigation is familiar to most Americans. It involves a case, controversy, or lawsuit being
brought in the court. The filing party is called the plaintiff. The party being sued in a civil
case, or who is being prosecuted in a criminal case, is called the defendant. If the parties
cannot settle (more than 90% of all lawsuits are settled without a trial), the case goes to
trial (‘Lectric Law Library). The trial is an adversarial proceeding in which the parties,
usually through their attorneys, present evidence and call witnesses to testify in an
attempt to prove their case. The party who loses at the trial level can appeal to the
appropriate appellate court which will consider only the legal issues in the case.
(Findlaw.) Both trial courts and appellate courts are limited by the law in terms of the
type of cases they can hear and the remedies that can be awarded. The entire process
follows strict procedural rules.

2. Arbitration

Arbitration is a private process in which the disputing parties agree to allow one or
several individuals to make a decision about their dispute. The arbitration process is
procedurally very similar to a trial, although arbitration can usually be completed more
quickly and is less formal. For example, often the parties do not have to strictly follow
the rules of evidence in an arbitration hearing, because there is no jury. (ABA, 1;
Erickson) In some cases, the arbitrator is not required to apply the law. (ABA, 1) This
may produce results not possible in court. At times, the arbitrator’s only job is to
interpret the contract that sent the parties to arbitration. After the hearing, the arbitrator
issues an award. Some awards simply announce the decision, while others provide a
"reasoned" award, which means the arbitrator give(s) an explanation of the decision.
(ABA, 1-2) Instead of being held in a courtroom, an arbitration hearing may be
conducted in conference room. Erickson and Bowen suggest that this might create a
feeling of egalitarianism among parties (Erickson). The arbitration process may be either
binding or non-binding.
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a. Binding arbitration With some exceptions, awards in binding arbitration can only be
appealed on very narrow grounds. (ABA 1-2.) Collective bargaining agreements usually
contain clauses providing for binding arbitration, but the clauses have become standard in
other contracts, such as in construction agreements (Stipanowich, 75-76). The award
issued as a result of binding arbitration is enforceable in court. (ABA 1-2.)

b. Nonbinding arbitration If arbitration is non-binding, the arbitrator's award is advisory
and in effect, will only become final if accepted by the parties. (ABA, 1-2) Otherwise,
the parties are entitled to still have a trial. The process encourages settlement.
Nonbinding arbitration is used frequently as part of a court annexed procedure.
(Stipanowich, 87-88) Constitutional protections may prevent the courts from depriving
some parties of jury trials.

3. Negotiation

Negotiation is a process in which disputing parties attempt to resolve their conflict. They
do this unassisted by a neutral third party, but they may be represented by their attorneys.
As was previously mentioned, the great majority of lawsuits settle before there is a trial.
(ABA, 4) Negotiation is largely unstructured, and as a practical matter, everyone
engages in some form of negotiation every day with family members, supervisors or
employees, or store salesclerks.

4. Mediation

In mediation, a neutral third party or parties assist in settlement efforts. (Stipanowich, 84)
It is a private process, and tends to be more flexible than some other forms of dispute
resolution. (Stipanowich, 85). Even though courts sometimes mandate that certain cases
go to mediation, the process is still considered to be "voluntary" because the courts do not
mandate that the parties come to agreement. Some mediators conduct the entire process
with all parties in the room. However, other mediators will separate the parties, shuttling
back and forth between the two rooms in which the parties are located. If an agreement is
reached, the mediator may help reduce the agreement to a written contract, which may be
enforceable in court. (ABA, 3) There are three common styles of mediation.

a. Facilitative In the facilitative style of mediation, the mediator is totally neutral and
avoids presenting personal views on the merits of the case or settlement offers. The goal
is to arrive at a settlement that both parties can accept. To achieve this, the mediator tries
to get the parties to focus on interests, rather than positions. Total neutrality means not
assisting either party, so it may be difficult to remedy a power imbalance between the
parties. The mediator must definitely avoid giving legal advice. The best that the
mediator can do is to ensure that both parties have a full opportunity to be heard on all
issues, and do not feel coerced into accepting a settlement. (Imperati, 709-711.)

b. Evaluative. A mediator using the evaluative style frequently presents his or her own
views on the relative merits of the case, and suggests options. The process of mediation
is more directed and perhaps more likely to settle. The mediator places emphasis on the
strengths and weaknesses of the cases or on the cost of not settling, rather than on a
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mutually beneficial solution. (Imperati, 711-712.) Especially in cases involving civil
litigation, parties sometimes specifically seek evaluative mediators.

c. Transformative This is a relatively new dispute-resolution process that is used
internally. Transformative mediation is intended to give the disputants a voice in the
result and the process. The originators of transformative mediation say it is different
from other types of mediation because it attempts to change the quality of the disputants’
conflict interaction. This results in giving the parties a sense of empowerment through
making their own decisions. The process also encourages knowledge and understanding
of the other side’s position. (Seidel, 386-387.)

5. Ombudsperson

The classical Ombudsman, as seen in Sweden, Denmark, and Finland, operated within
the government, and handled complaints against administrative and judicial actions.
(Wiegand, 97-99) Today, a variety of organizations, such as government agencies,
schools and universities, hospitals, and newspapers, utilize these neutral individuals.
Ombuds are usually outside the normal change of command and provide confidential
assistance to those with problems with the organization. (Blackard, 59) The ombuds
works within the institution to investigate the complaints independently and impartially.
The process is voluntary, private and non-binding. (ABA, 4)

6. Neutral fact-finding

Neutral fact-finding is a process in which a neutral third party investigates an issue and
makes a report. Employers or others may select the investigator in order to gage their
case. In some situations the fact-finders are selected by the court for later testimony. The
neutral fact-finding process is particularly useful for resolving complex scientific and
factual disputes. (ABA, 4)

7. Minitrial

A minitrial is a private process in which the attorneys present condensed versions of their
cases. A neutral third party may give a nonbinding opinion as to the likely outcome at
trial. (Stipanowich, 86) The process is intended to encourage settlement.

8. Summary jury trial

The summary jury trial is very similar to a minitrial except that the condensed
presentations are made before a jury that renders a nonbinding verdict. (Stipanowich, 87)
It also encourages settlement.

9. Private judging

Private judging is a process in which the disputing parties agree to retain a neutral person,
frequently a former judge, as a private judge. The private judge hears the case and makes
a decision in a manner similar to a judge. In some states, the decision of the private judge
may be appealable in the public courts. (ABA, 5)

10. Conflict coaching
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Conflict coaching is a process of conflict analysis in which a coach and disputant
communicate in order to develop the disputant’s conflict-related understanding,
strategies, and skills. The coach functions as both facilitator and expert. (Brinkert, 517-
518.)

11. Case evaluation or early neutral evaluation

In case evaluation parties present the facts and the issues in dispute to an experienced
neutral case evaluator. The case evaluator advises the parties on the strengths and
weaknesses of their respective positions, and assesses how the dispute is likely to be
decided by a jury or other adjudicator. The opinion is nonbinding and may lead to
settlement.

Early neutral evaluation is similar, but it takes place soon after a case has been filed in
court. The case is referred to an expert, usually an attorney, who is asked to provide a
balanced and unbiased evaluation of the dispute. The expert again identifies each side's
strengths and weaknesses and provides an evaluation of the likely outcome of a trial in an
attempt to bring about a settlement.

(ABA, 2)

12. Other forms of dispute resolution

Especially in the workplace, employers may use other or combined forms of dispute
resolution. They may set up panels to review the dispute. The panels may be composed
of external or internal third party neutrals, or they may also be composed of the
employee’s peers. Some employers institute an ad hoc or open door policy. If an ad hoc
policy is utilized the employer is familiar with different forms of dispute resolution, and
utilizes whatever is most appropriate as disputes arise. There is no formal process that
must be followed. An open-door policy tells the workers that the “door is always open,”
and encourages them to report any problems or issues.

A similar process would be a multi-door process. The name "Multi-Door" comes from
the multi-door courthouse concept, which would include a courthouse with multiple
dispute resolution doors or programs. Cases are referred through the appropriate door for
resolution. (ABA, 3-4)

FACTORSTO CONSIDER IN CHOOSING A METHOD

There are a number of factors parties should consider in selecting the best form of dispute
resolution. Most comparative research probably involves mediation and arbitration, or
compares these two processes to litigation.

1. Fairness

Perceptions of fairness have implications for the effectiveness of the dispute resolution.
The parties’ perceptions of procedural fairness have been found to have an effect on the
acceptance of an unfavorable outcome, and on evaluations of the neutral party (Brett &
Karambayya, 1989; Brett, Karambayya, & Lytle, 1992). Procedural fairness improves
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satisfaction with the resolution, fosters better relationships between the parties, and
prevents the recurrence of the dispute (Brett et al., 1992).

Some research has suggested that disputants prefer mediation, in which parties cannot be
forced to accept a settlement (Erickson), to arbitration, even if the mediation results in an
impasse (Brett & Karambayya, 1989). Mediation also produces better results when
evaluating factors such as satisfaction, fairness, and recurrence (Brett & Karambayya,
1989).

Fairness has been an issue in situations involving mandatory arbitration. Parties are
required to use arbitration in many employment settings, consumer credit disputes, and
broker-client disputes. The arbitrator or arbitrators are theoretically selected by the
parties. However, if the pool of arbitrators is small, this may be an illusion. Further if
one party, such as an employer, utilizes the services of the small pool of neutrals more
often, they become known as “repeat players.” The concern is that arbitrators will be
more inclined to please them in order to insure future business. Also, it is not uncommon
for the agreement to arbitrate to limit remedies, and eliminate some steps common in
litigation, such as discovery. Some arbitration hearings are also limited in terms of time.
Other forms of dispute resolution may or may not be perceived a being fair depending on
how they are structured.

2. Confidentiality

Court proceedings, of course, take place in public. (Carper) All other forms promise
some degree of confidentiality. In an arbitration hearing, even if the procedure is as
much as like litigation as possible, its most attractive characteristic is that it promises to
be confidential.

Communications made during mediation are frequently protected by evidentiary rules,
and are not admitted during a trial. (Stipanowich, 85) Furthermore, in 2005, the American
Bar Association, American Arbitration Association, and the Association for Conflict
Resolution passed the Model Standards of Conduct for Mediators. While it does not have
the force of law, it does provide some guidance as to generally accepted conduct by
mediators. It states that a mediator shall maintain the confidentiality of all information
obtained by the mediator in mediation, unless otherwise agreed to by the parties or
required by applicable law.

The Code of Ethics for the International Ombudsman Association provides that the
ombudsman will hold all communications with those seeking assistance in strict
confidence, and will not disclose confidential communications unless given permission to
do so. The only exception to this privilege of confidentiality is where there appears to be
imminent risk of serious harm. (The IOA Code of Ethics.)

3. Cost

Cost is one of the primary reasons given for resorting to an alternative dispute resolution
method. Any reduced cost may be due in part to the reduced time involved. (Discussed
below.) Less complex methods are probably less expensive than litigation.
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Due to its informality and flexibility, and the fact that it can be conducted in any
convenient location, mediation is often less expensive than more elaborate techniques. It
also does not always require attorney participation. (Stipanowich, 85).

It is often assumed that arbitration is also less expensive than litigation. That may not
always be the case. Courts exist in every state and in most counties, and they are already
staffed. (Carper) The cost of access to the courts is low but litigation can be expensive
because parties must pay their own attorneys as well as other expenses such as expert
witnesses and other fees. (Carper) In mediation, parties must pay the attorneys if brought
to mediation, and also pay the mediator’s fees. If the case does not settle, parties will still
have to pay costs of arbitration or litigation. (Carper).

In arbitration, parties must still pay their attorneys and witnesses, but if they use an ADR
organization, they must also pay forum fees. (Carper) Someone may also have to pay for
a conference room for hearing. Furthermore, the parties must also pay the arbitrator’s
fees and expenses. Fees vary based on the arbitrator and the type of case. Some charge
by the hour, some by the day. If the arbitrator must read briefs from the parties, or
prepare a reasoned award, he or she will charge for those days also. (Carper; Silberman,
9-10)

A survey on the Cost of Arbitration prepared by Public Citizen in 2005, found that for an
$80,000 consumer claim filed in the Circuit Court of Cook County, Illinois, the filing fee
would be $221. If that same claim was brought before the National Arbitration Forum
(NAF), the forum fee would be $10,925. The American Arbitration Association (AAA)
would charge up to $6,650, and Judicial and Mediation Services (JAMS) would charge
$7,950. There are additional fees in arbitration. NAF charges $75 to issue a subpoena,
$150 for discovery requests, and $100 for continuances.

Currently, AAA frequently charges an initial filing fee and a case service fee. The fees
correspond to the amount of the claim. For a claim of $0 - $10,000, the filing fee is $750,
and the Case Service Fee is $200. For a claim of $75,000 to $150,000, the filing fee
would be $1,800, and the Case Service Fee would be $750. Filing fees in courts can vary
from state to state and even from county to county. (AAA) In North Carolina, filing fees
are not based on the amount of the claim, but on the court in which the claim is filed.
Filing fees are usually $76, $90, or $110, plus $15 for each item of civil process served
by the sheriff.

4. Speed

Courts in most states are overcrowded, and trials are delayed. In 2005, Erickson and
Bowen found that in Colorado, it took three years or more for a case to come to trial.
(Erickson) Any other method of dispute resolution would probably be faster than that.

An arbitration hearing may be scheduled as soon as convenient for the parties’ and
arbitrator(s)’ schedules, sometimes in a matter of weeks. Arbitration rules frequently
have a time limit for the arbitrator to enter an award. (Erickson) Due to its informality
and flexibility, mediation is often speedier than more elaborate techniques. (Stipanowich,
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85). Also, many believe it is generally better to deal with disputes early on. They often
go on longer than they should, and turn into a bigger case than they need be, sometimes
due to misunderstanding of facts and legal issues. The sooner these can be resolved, the
sooner the case can be settled. (Levin)

5. Expertise/qualified neutrals

In courts, decisions are made by a trained judge, or by a jury, unless waived. In
arbitration, nonlawyers are often asked to make legal determinations. In mediation, the
mediator does not actually make legal determinations, but an unrepresented party may
waive legal rights without realizing it. There are qualified neutrals experienced in all
forms of dispute resolution. The real issue is the method used for identifying and
selecting them.

6. Flexibility

On a continuum of rigidity versus flexibility, a trial has the most rules and restrictions,
followed by arbitration, and then probably, summary jury trials and minitrials. The most
flexible method would probably be negotiation, followed by mediation.

7. Satisfactory result/compliance

Courts can, of course, compel compliance even when the losing party is not satisfied with
the result. Courts can also enforce arbitration awards and settlement agreements.

It is widely believed that because mediation allows participants to take an active role in
structuring the settlement, and even the process, satisfaction and compliance more likely.
(Stipanowich, 86) Mediation can produce results that are not possible in litigation or even
arbitration. In litigation, a judge or jury can only award what is permitted by law. In
arbitration, results are often limited to what parties have agreed to or to what a contract
specifies.

8. Maintenance of relationships

Court proceedings and arbitration are adversarial in nature, and damaging to a
relationship. Mediation and negotiation are not. (Carper) One of the objectives of
transformative mediation is to maintain, and improve, the relationship.

9. Establishing precedent

Despite all the advantages of other forms of dispute resolution, only litigation is designed
to establish precedent. There are certain situations where parties need a determination
from the courts. “Important legal issues . . .deserve public attention and debate.”
(Silberman, 18)

10. Predictability
Methods with the greatest predictability in their result are those that follow precedent. Of
course, offers made in mediation and negotiation, though unpredictable, can be rejected.

11. Timing/when to use during the dispute

Mediation, negotiation, and some other less formal methods can be used at any time and
can be used more than once. Consequently, parties can negotiate or mediate as soon as a
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claim is filed. If there is no settlement, it can be attempted again. Combinations of
methods can be used. Even after a court decision, parties frequently mediate when the
case is on appeal.

12. Power issues

Power relates not only to the ability to propose and enforce settlements, but also to the
ability to have issues even be addressed (Stulberg, 1998). The more formal methods of
dispute resolution, such as litigation and arbitration, are probably the most effective
means for neutralizing power differentials. While there are techniques that mediators can
use to minimize, in some situations the power differentials are just too great for the
weaker party to engage in meaningful mediation.

13. Empowerment
Self-determination is considered to be an important core of the mediation process.

“Components of self-determination include: (1) having the necessary
information for decision-making; (2) the ability to make autonomous
decisions, including consenting to the mediation; (3) the capacity to articulate
one's perspective, to negotiate in one's own best interest, and to evaluate
options and alternatives; and (4) the ability to carry out an agreement.
(Oberman, 795-796)

Mediation allows participants to take an active role in structuring the settlement and the
process, making satisfaction more likely (Stipanowich, 86).

CONCLUSION
There are no hard and fast rules as to when to use which method. All the above factors
should be considered, as well as any underlying issues to the dispute. Types of issues and

the nature of the dispute will dictate that some factors are more important than others in a
particular dispute.
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BACKGROUND

Previous research investigating the accountability of appointed versus elected school boards in
the Commonwealth of Virginia provides a starting point for an extended study of this same issue.
[2] The original research examined the expenditures of 18 Virginia school districts—9 elected
and 9 appointed—to determine whether any significant differences exist between the two. [2]
This current study extends the previous research by examining several additional factors,
including region within the state, income level of the citizens, standardized test scores of the
districts, and funding by the state. It is anticipated that all of these factors, along with school
district expenditures, will provide insight into the question of whether elected or appointed
school boards are more accountable to its citizens.

INTRODUCTION

The education of children is a huge responsibility—one that oftentimes leads to considerable
debate among parents, educators, politicians and more. While a state government is important in
the education process, local school boards serve as the primary policy-makers within a school
district. These boards have the power to create local policies, rules and regulations for the daily
operations of the school district. Consequently, school boards often are at the center of every
education debate that takes place within a locality. This paper analyzes whether the method of
school board member selection, appointment or election, makes a difference in a school district’s
operations. The first section briefly describes Virginia’s school system and the interrelationship
of school districts and localities while the second part describes the research method and
anticipated results of the study.

VIRGINIA’S SCHOOL SYSTEM

According to the Constitution of Virginia, responsibility for the education of elementary and
secondary school-age children in the Commonwealth rests with the General Assembly. These
responsibilities include determining how local school boards should be chosen. Until 1992,
school boards in Virginia were appointed by the governing board of each locality or by a special
school board selection commission tasked with these appointments. The General Assembly
“resisted efforts to change the method for choosing school board members because of the belief
that the schools should be insulated from politics.”[4] However, in 1992, Virginia’s General
Assembly passed legislation allowing localities to place a referendum on their ballot. This

2009 Southeast Decision Sciences Institute Proceedings ~ February 18-20, 2009 Page 113



referendum provided citizens with the opportunity to vote on whether or not their local school
board should be elected or continue to be appointed. In the 16 years since this legislation passed
and Virginia voters began to choose, 82 percent of the local school boards now have elected
members. Some localities, such as Hanover County and the City of Norfolk, placed the
referendum on the ballot; however, the citizens did not approve the change. Those localities
continue to utilize appointed school boards.

Why did so many localities choose to elect their local school board members? For many, much
of the debate prior to a referendum focused on the need for a school board that was more
responsive to the needs of the citizens and more accountable to the public. After the citizens of
Charlottesville passed the referendum in November 2005, University of Virginia Professor
Jeffrey Rossman, one of the individuals spearheading the city’s referendum, commented that the
school board should now be able to move “in the direction of greater accountability and greater
diversity.” [3]

While local school boards are responsible for the daily operations of a school district, it is
important to realize that Virginia’s school systems are unique in that they are financially
dependent upon the local county or city government system. The local county or city governing
board must provide funding for school operations since school districts have no taxing power.
This “dichotomy of responsibility for budgetary and policy decisions at the local level may
provide a balance of power for education while creating an inherent conflict between the local
governing bodies and the local school boards in Virginia.”[4]

Has the election of local school boards actually resulted in more accountability? Or has it
resulted in governing bodies that want to stay in office and are willing to do whatever it takes to
do so? The ability to elect school boards has not led to a utopian educational system. New
problems have arisen while old problems continue to exist. Citizens of some localities, such as
Virginia Beach and Fairfax County, have questioned the success of elected school boards. The
purpose of this analysis is to evaluate whether elected school boards are more accountable to the
citizen than their counterparts, appointed school boards.

METHOD

Preliminary results from a pilot study suggested no differences in per-student expenditures or the
proportionate spending on education with respect to total school district expenditures when
comparing elected and appointed school boards. Of interest in this current study is an expanded
evaluation of school districts to include towns and cities, as well as a more comprehensive set of
county bodies.

Of the 135 school boards in the Commonwealth, 111 are elected and 24 are appointed. The
school districts are represented at the town, city, and county levels and of the elected boards, 2
are towns, 23 are cities, and 86 are counties. Of the appointed boards, 1 is a town, 14 are cities,
and 9 are counties. In addition to evaluating differences at each of these levels, this study seeks
to explore regional differences, which may include clusters of school boards in MSAs,
subdivisions into geographic regions across the state (e.g. Tidewater, Northern Virginia,
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Southwest Virginia, etc.), or in “urban”, “sub-urban”, and “rural” groupings. Further, controlling
for income, standardized test scores (i.e. SOL scores), and the amount of state funding to the
local districts will be considered.

The Virginia Department of Education and the Auditor of Public Accounts will serve as primary
sources for data covering 2003-2006; at present, data for 2007 is unavailable.

RESULTS AND ANALYSIS
Following the procedures employed in a pilot study [2] comparisons of per-student expenditures
in K-12 and proportions of expenditures with respect to total governmental expenditures,
controlled for by size of district, income, standardized test scores, and contributions by the State
are anticipated.

CONCLUSION

To be determined
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ABSTRACT

In September 2008, China’s governmental health officials acknowledged publicly that baby
formula produced by Sanlu, one of the largest dairy producers in China, had been contaminated
with melamine and was poisonous. As of the first of January 2008, the poisonous dairy products
have killed six babies and sickened 290,000 others. As we continue to see follow-ups to this
story, we begin to wonder about the role of corporate social responsibility (CSR) in China as
well as other parts of the developing world.

In this paper, we describe the poisonous milk powder scandal in China and its relationship to
CSR, followed by a broader discussion on CSR policies and practices among multinational
enterprises (MNES) in China. In addition, we will report on a new development on CSR policy
that is being implemented in Pudong New District (PND), a major financial district in Shanghai,
among all companies. Finally, we describe the CSR policies employed by several MNEs in
Shanghai and Suzhou, China as observed during our recent field trips to China to study business
practices in general.

INTRODUCTION: THE POISONOUS MILK POWER SCANDAL IN CHINA

The poisonous milk powder incident that sickened people, particularly babies, caught the
attention of the international media and consumer protection groups. After Sanlu Co., the
manufacturer of the products in question, failed to ‘successfully’ cover up the scandal, the
Chinese government found it necessary to crack down on illegal and unethical business practices
in the entire dairy industry. As of January 2008, reports indicate that six babies have died and
more than 290,000 people have fallen ill [4, 9]. Twenty-two dairy manufacturers that account for
approximately 20 percent of China’s dairy market, including Sanlu, were forced to destroy all
their products. A number of corporate and governmental officials were fired due to their
intentional cover-ups when the news was first released [3].

After reading reports like these, watchdog groups and business observers began to ask the
question “Where is corporate social responsibility?” Like organizations in other parts of the
world, is it not the case that companies in China are responsible for the well-being of their
customers while making profits? Ironically, before the “poisonous dairy products” incident,
Sanlu’s corporate image was quite solid. Specifically, Sanlu had been listed among the Top 500
Chinese Companies (ranked 33 in sales revenue in 2007). In addition, and in part because the
Fonterra Group (a New Zealand dairy company and the world’s largest dairy exporter) had
invested heavily in the company, Sanlu was listed as one of the multinational enterprises (MNES)
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typically perceived as “better” (i.e. “more ethical” and “better regulated”) among Chinese
organizations [8].

In early August, as the stage was set for the 2008 Beijing Olympic Games and news about the
poisonous milk powder situation was being suppressed, scores of print media and major Web
portals across China ran an award campaign called, “30 Years: Brands That Have Changed the
Lives of Chinese”. One of these boasted of the noteworthy achievements of Sanlu in changing
the traditional Chinese life style into one that accommodated Westernized, dairy-based consumer
products. In retrospect, observers have now argued that various types of misrepresentations are
regularly perpetuated across China’s so called “news media,” without any accountability for the
truthfulness of reports [3]. Another dairy product manufacturer, Yili Group Co., also faced the
governmental crack-down. Like Sanlu, Yili claims to be another company with substantial
foreign investment, i.e. an MNE, and with an impeccable corporate image. In a section entitled
“Maintaining Olympic Quality” that appears on Yili’s corporate website, the company still
boasts that Yili was the first food brand in China to pass the vigorous inspections to become a
sponsor for 2008 Beijing Olympics [8]. For us, one question remains, “Where is corporate social
responsibility?”

MNE’S IN CHINA AND CORPORATE SOCIAL RESPONSIBILITY

Spurred by European-based MNEs and the focus on North American organizations after the
Enron and other spectacular organizational collapses, MNEs that invest in developing countries
are increasingly careful to specify their CSR roles. Starbucks, for example, has implemented its
own set of socially responsible coffee-buying guidelines called CAFE (Coffee and Farmer
Equity) practices, as well as other corporate policies that seek to minimize environmental impact

[5].

The general perception that MNEs such as Starbucks will “do the right thing” and fulfill their
CSR can be misleading. Many MNEs in China have been lacking in CSR policies as they
develop and grow to be profitable in their Chinese operations. A recent report listed ten MNEs
that have neglected their CSR. MNEs on the list include Sanyo, Honda (Japan), Michelin
(France), Carlsberg (Germany), P&G, Starbucks, Fedex, Lucent (U.S.), LG (Korea) and
Jinmailang (China) [7]. Starbucks in Beijing was cited for wasting 100 tons of water per day in
coffee making. As global economic development zones, including the ones in China, compete for
foreign direct investment, there is a tendency to turn a blind eye to CSR or other seemingly “non-
essential” issues in city development. The same question that is posed to Chinese firms (i.e.,
“where is corporate social responsibility?”) is an equally fitting question to ask of MNEs in
China. At the very least, MNEs need to be mindful of long term environmental control and
sustainability issues when they operate in China or any other country in the world [1, 2].

CORPORATE SOCIAL RESPONSIBILITY — ANEW DEVELOPMENT IN CHINA
For the past two decades, Shanghai has grown to be one of the largest financial centers in the

world, and home to a conglomerate of MNEs. Among the many districts in Shanghai, the Pudong
New District (PND) has been the leading area in terms of economic development and has
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attracted the most MNEs. PND’s website currently lists the number of MNEs in the district to be
13,000, with more than 250 of the Fortune 500 firms operating there.

An interesting development that has accompanied economic growth in Pudong and Shanghai is
in the arena of corporate social responsibility (CSR). While PND’s technological innovations
have attracted numerous MNEs and a high level of foreign direct investment, the most
innovative part of PND’s city planning is the incorporation of CSR into its urban planning and
development initiatives. At the 2008 Shanghai Forum on Building a Harmonious Society and
Corporate Social Responsibility, the Chinese Ministry of Commerce announced that Pudong,
Shanghai had been selected as an experimental site for CSR promotion [6]. In a 2007 survey
conducted among 600 PND companies, 83 percent of the companies surveyed claimed to have a
solid understanding of CSR, and were in the process of incorporating CSR as part of their
corporate governance structure. PND has published goals of 1,000 companies including CSR as
explicit parts of their corporate policy; 200 companies achieving CSR standards; and 300 MNEs
providing post CSR evaluation results [6]. Since PND’s future development is likely to be
related to the MNEs abilities to fulfill their CSR roles, it is critical for PND to develop the city
not only as a ‘cash machine’, but also as one where corporations are serious about ‘paying their
dues’ to the surrounding areas and promoting the ability of people to live harmoniously and
sustainably.

SUMMARY:: ISSUES AND PROMISES

In the past two years, we have conducted field studies in Shanghai and Suzhou to study policies
and practices regarding CSR among MNEs in China. The MNEs that we have studied include
Chinese facilities of the Kemet Corp. and 3M China in Suzhou (Suzhou Industrial Park), as well
as the Semiconductor Manufacturing International Company (SMIC) and Grace Semiconductor
Company in PND (Zhangjiang High-Tech Park). We plan to conduct further studies on the CSR
policies of other MNEs in Tianjin Port Free Trade Zone this year. In general, we have observed
that it is difficult for Chinese companies as well as MNEs in China to implement CSR policies in
their corporate operations. The pressures for production, sales, and profits have been paramount.
In addition, we have identified ways that Chinese companies and MNEs are likely to adopt
policies and improve on their CSR, including guidelines for annual CSR reports and the use of a
governmental CSR website to impose pressure on companies that fail in this area. Further
studies are needed in order to strengthen the concept and practices of CSR among companies in
China.
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ABSTRACT

In this paper we attempt to predict the spread for National Football League (NFL) games for the
2008-2009 season. Separate regression equations are identified for predicting points for the
home and away teams in individual games based on information known prior to the games. The
difference in the predictions from the regression equations (updated weekly) serve as a
prediction of the spread for NFL games and those results are used in a wagering experiment to
determine if a successful betting strategy can be identified. All predictions in this paper are out-
of-sample.

INTRODUCTION

Bookmakers set favorite/underdog spread lines for virtually all NFL games. Suppose the Dallas
Cowboys are favored by 10 points over the Washington Redskins. Suppose further that a
gambler wagers with the bookmaker on Dallas for this game. If Dallas wins by more than 10
points, the gambler wins the wager. If Dallas wins by fewer than 10 points (or loses the game),
the gambler loses the bet. If Dallas wins by exactly 10 points, the wager is tied and no money
changes hands. The process works symmetrically for bets on the Redskins (the underdogs)
Since losing bets pay a premium (often called the “vigorish,” “vig,” or “juice” and typically
equal to 10%), the bookmakers will profit as long as the money bet on the “favorite” is
approximately equal to the amount of money bet on the ‘“underdog” (Bookmakers also
sometimes “take a position,” that is, will welcome unbalanced bets from the public if the
bookmaker has strong feelings regarding the outcome of the wager [see also the reference to
Levitt’s [5] work in the literature review]). It is widely known a gambler must win 52.4% of the
wagers to be successful. That particular calculation can be established simply. Let Py, =
proportion of winning bets and (1 — Py, ) = the proportion of losing bets. The equation for
breaking even on such bets where every winning wager nets $10 and each losing wager
represents a loss of $11 is:

Py, ($10) = (1 = Py) ($11), and solving for Py,
Py, = 1121 = .5238, or approximately 52.4%.

This research attempts to identify methods of predicting the points scored by each team in a

particular game based on information available prior to that game. The primary research
question is whether or not these methods can then be utilized to formulate a successful gambling
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strategy for the favorite/underdog wager, with success requiring a winning percentage of at least
52.4%.

The remainder of this paper is organized as follows: in the next section we describe the Efficient
Markets Hypothesis as it applies to the NFL wagering market; we then offers a brief review of
the literature; in the section that follows we describe the data and method; and that section is
followed by wagering simulations; finally, conclusions are offered.

NFL BETTING AS A TEST OF THE EFFICIENT MARKETS HYPOTHESIS

A number of important papers have treated wagering on NFL games as a test of the Efficient
Market Hypothesis (EMH). This hypothesis has been widely studied in economics and finance,
often with focus on either stock prices or foreign exchange markets. Because of the difficulties
of capturing EMH conclusions given the complexities of those markets, some researchers have
turned to the simpler betting markets, including sports (and the NFL) as a vehicle for such tests.

If the EMH holds, asset prices are formed on the basis of all information. If true, then the
historical time series of such asset prices would not provide information that would allow
investors to outperform the naive strategy of buy-and-hold (see, for example, Vergin [7]). As
applied to NFL betting, if the use of past performance information on NFL teams cannot
generate a betting strategy that would exceed the 52.4% win criterion, the EMH hypothesis holds
for this market. Thus, the thrust of much of the research on the NFL has taken the form of
attempts to find winning betting strategies, that is, strategies that violate the weak form of the
EMH.

A BRIEF REVIEW OF THE RECENT LITERATURE

Nearly all of the extant literature on NFL betting uses the point “spread” as the wager of interest.
The spread is the number of points by which one team (the favorite) is favored over the opponent
(the underdog). Suppose team A is favored over team B by 7 points. A wager on team A is
successful only if team A wins by more than 7 points (also known as “covering” the spread).
Symmetrically, a wager on team B is successful if team B loses by fewer than 7 points or, of
course, team B wins or ties the game—in any of these cases, team B “covers”. Vergin [7] and
Gray and Gray [4] are examples of research that focus on the spread.

Based on NFL games from 1976 to 1994, Gray and Gray [4] find some evidence that the betting
spread is not an unbiased predictor of the actual point spread on NFL games. They argue that the
spread underestimates home team advantage, and overstates the favorite’s advantage. They
further find that teams who have performed well against the spread in recent games are less
likely to cover in the current game, and those teams that have performed poorly in recent games
against the spread are more likely to cover in the current game. Further Gray and Gray find that
teams with better season-long win percentages versus the spread (at a given point in the season)
are more likely to beat the spread in the current game. In general, they conclude that bettors
value current information too highly, and conversely place too little value on longer term
performance. That conclusion is congruent with some stock market momentum/contrarian views
on stock performance. Gray and Gray then use the information to generate probit regression
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models to predict the probability that a team will cover the spread. Gray and Gray find several
strategies that would beat the 52.4% win percentage in out-of-sample experiments (along with
some inconsistencies). They also point out that some of the advantages in wagering strategies
tend to dissipate over time.

Vergin [7], using data from the 1981-1995 seasons, considers 11 different betting strategies
based on presumed bettor overreaction to the most recent performance and outstanding positive
performance. He finds that bettors do indeed overreact to outstanding positive performance and
recent information, but that bettors do not overreact to outstanding negative performance.
Vergin suggests that bettors can use such information to their advantage in making wagers, but
warns that the market and therefore this pattern may not hold for the future.

A paper by Paul and Weinbach [6] is a departure from the analysis of the spread in NFL games.
They target the over/under wager, constructing simple betting rules in a search for profitable
methods. These authors posit that rooting for high scores is more attractive than rooting for low
scores. Ceteris paribus, then, bettors would be more likely to choose “over” bets. Paul and
Weinbach show that from 1979-2000, the under bet won 51% of all games. When the
over/under line was high (exceeded the mean), the under bet won with increasing frequency. For
example, when the line exceeded 47.5 points, the under bet was successful in 58.7% of the
games. This result can be interpreted as a violation of the EMH at least with respect to the
over/under line.

Levitt [5] (of Freakonomics fame) approaches the efficiency question from a different
perspective. It is clear that if NFL bets are balanced, the bookmaker will profit by collecting $11
for each $10 paid out. As we suggested earlier, bookmakers at times take a ‘“position” on
unbalanced bets, on the assumption that the bookmaker knows more about a particular wager
than the bettors. Levitt presents evidence that the spread on games is not set according to market
efficiency. For example, using data from the 2001-2002 seasons, he shows that home underdogs
beat the spread in 58% of the games, and twice as much was bet on the visiting favorites.
Bookmakers did not “move the line” to balance these bets, thus increasing their profits as the
visiting favorite failed to cover in 58% of the cases.

Dare and Holland [3] re-specify work by Dare and MacDonald [2] and Gray and Gray [4] and
find no evidence of the momentum effect suggested by Gray and Gray, and some, but less,
evidence of the home underdog bias that has been consistently pointed out as a violation of the
EMH. Dare and Holland ultimately conclude that the bias they find is too small to reject a null
hypothesis of efficient markets, and also that the bias may be too small to exploit in a gambling
framework.

Still more recently, Borghesi [1] analyzes NFL spreads in terms of game day weather conditions.
He finds that game day temperatures affect performance, especially for home teams playing in
the coldest temperatures. These teams outperform expectations in part because the opponents
were adversely acclimatized (for example, a warm weather team visiting a cold weather team).
Borghesi shows this bias persists even after controlling for the home underdog advantage.

2009 Southeast Decision Sciences Institute Proceedings ~ February 18-20, 2009 Page 122



DATA AND METHOD

We focus on predicting the spread for NFL games and the corresponding favorite/underdog line
for that game. With the objective of estimating regression equations for home and away team
scoring, data were gathered for the 2008-09 season for the analysis. The variables include:

TP = total points scored for the home and visiting teams for each game played
PO = passing offense in yards per game

RO = rushing offense in yards per game

PD = passing defense in yards per game

RD = rushing defense in yards per game

D = a dummy variable equal to 1 if the game is played in a dome, O otherwise
PP = points scored by a given team in their prior game

L = the betting point spread (line) on the game

Match-ups Matter (we think)

The general regression format is based on the assumption that “match ups” are important in
determining points scored in individual games. For example, if the team “A” with the best
passing offense is playing the team “B” with the worst passing defense, ceteris paribus, team “A”
would be expected to score many points. Similarly, a team with a very good rushing defense
would be expected to allow relatively few points to a team with a poor rushing offense. In
accord with this rationale, we formed the following variables:

PY = PO + PD = passing yards
RY = RO + RD = rushing yards

For example, suppose team “A” is averaging 325 yards (that’s high) per game in passing offense
and is playing team “B” which is giving up 330 yards (also, of course, high) per game in passing
defense. The total of 655 would predict many passing yards will be gained by team “A,” and
likely many points will be scored by team “A.”

The dome variable will be a check to see if teams score more (or fewer) points if the game is
played indoors.

The variable for points scored in the prior game (PP) is intended to check for streakiness in
scoring. That is, if a team scores many (or few) points in a given game, are they likely to have a
similar performance in the ensuing game?

We also test to ascertain whether or not scoring is contagious. That is, if a given team scores
many (or few) points, is the other team likely to score many (or few) points as well? We test for
this by two-stage least squares regressions in which the predicted points scored by each team
serve as explanatory variables in the companion equation.
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General Regression Equations

The general sets of regressions are of the form:

TPy = Po + B1(PYhi) + B2(RY4i) + B3(Di) + P4(PPhi) + eni (1)
and
TP,; = ap + a;(PYy;) + ax(RY\;) + a3(D;) + o4(PP,;) + &,; , (2)

where the subscripts h and v refer to the home and visiting teams respectively, and the i subscript
indicates a particular game.

Betting Strategies

Equations such as 1 and 2 are estimated and predictions are made for weeks 7 through 15 of the
2008-09 season. The difference between the each equation’s predictions represents our
estimated spread which will then be compared to the actual line for each game. For example,
suppose TP = 24 and TP,; = 16, then the home team is favored by our method to win by 8
points. Thus if the actual line on the game is that the home team is favored by only 1 point
(stated as home team -1), we might choose to wager on the home team for that game.

We entertain several strategies for wagering based on our predicted spread versus the actual
betting line. We choose to make simulated wagers only if our predicted spread differs from the
actual spread by 10, 8, or 5 points. Those simulated wagers will then be compared to the
outcome of the actual game in a test for profitability. In summary:

1. Bet only games for which our predicted spread differs from the line by more than 10
points.
2. Bet only games for which our predicted spread differs from the line by more than 8
points.
3. Bet only games for which our predicted spread differs from the line by more than 5
points.

As stated previously, a betting strategy on such games must predict correctly at least 52.4% of
the time to be successful. If a given method cannot beat this 52.4% criterion, as a betting
strategy it is deemed to be a failure.

Out-of-Sample Method

Since it is widely known that betting strategies that yield profitable results “in sample” are often
failures in “out-of-sample” simulations, we use a rolling regression technique for each week of
games. That is, we estimate equations 7Py; and TP,; with the data from weeks 4-6 (we wait until
week 4 so that the team statistics are more reliable), then “feed” those equations with the known
data for each game through the end of week 6, generating predicted points for the visiting and
home team for all individual games in week 7. The predicted points are then totaled and
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compared to the point spread for each game. Next we add the data from week 7, re-estimate
equations TPy; and TP,,, and make predictions for week 8. The same updating procedure is then
used to generate predictions for weeks 9 through 15. This method ensures that our results are not
tainted with in-sample bias.

RESULTS
Descriptive Statistics

Table I contains some summary statistics for the data set. Teams averaged approximately 212
yards passing per game (offense or defense, of course) for the first fifteen weeks of the season,
and they averaged approximately 114 yards rushing over that same period. The statistics
reported on the rushing and passing standard deviations without parentheses are for the offenses
and the defensive standard deviations are (as you might guess) in parentheses. Interestingly,
both passing defense and rushing defense are less variable across teams than are the offensive
counterparts. Home teams scored approximately 23 points on average during weeks 1 - 15 and
outscored the visitors by about two points. Total points averaged 43.6 over this period and the
over/under line averaged 43.0 (the difference in these means is, of course, not statistically
significant). Not surprisingly, the standard deviation was much smaller for the line than for total
points.

TABLE I: SUMMARY STATISTICS (THROUGH WEEK 15)

Variable Mean Stal.lda.lrd
Deviation
Passing Yards 211.6 39.3 (21.8)
Rushing Yards 113.7 25.6 (21.4)
Visitor Points 20.8 10.4
Home Points 22.8 10.2
Total Points 43.6 13.5
Line 43.0 4.0
Spread* -2.84 6.1
Win Margin* -2.04 15.54

*Spread and win margins are stated in terms of the home team, i.e.,
home teams were favored by 2.84 points on average and won by an
average of 2.04 points.

Note that the spread averaged -2.84 points, that is, the home team was favored by an average of a
little less than 3 points

Regression Results
In the estimations of equations 1 and 2, we find no role played by points scored in the prior week
and we also find no support for the hypothesis that scores of the opposing teams are related

(estimations on these issues are available from the authors upon request). Typical estimated
equations are:
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TPy = -4.55 + .0381(PY4i) + .0485(RY i) + 2.90(D) + ey (1')
(2.52)* (2.27)** (1.46)%**

R* =.066

SEE =9.92

n=164

F=4381

p-value for F = 0.005

TP,; = -13.72 + .040(PY,;) + .074(RY,;) + 0.54(D) + e,; 2')
(2.64)* (3.78)* (0.28)

R’ =.101

SEE =9.84

n=164

F=17.12

p-value for F = 0.000

(***represents significance at a = .10 or better, ** represents significance at a = .05 or better and
* represents significance at oo = .01 or better for one-tailed tests)

For the home points equation (1'), with the exception of the dome variable, each explanatory is
statistically significant at the a = .05 level or better and the equation explains a modest 6.6%
(R? =.066) of the variance in home points scored. (We retain the dome variable for symmetry
with our earlier findings.) On the other hand, the F-statistic suggests that the overall equation
meets the test of significance at less than o < .01. The estimated coefficients for all of the
variables have the anticipated signs (although there is no theoretical reason other than weather—
including wind—which makes indoor venues more conducive to scoring). To interpret those
coefficients, an additional 100 yards passing (recall that this is the sum of the home team’s
passing offense and the visitor’s passing defense) implies “about” four additional points for the
home team, whereas an additional 100 yards rushing implies almost 5 additional points.

Surprisingly (that is, we don’t have an explanation for this), the visiting team estimation yields a
somewhat better fitting equation. The explanatory variables are statistically significant at o < .01
(with the exception of the dome variable), the equation explains about 10% (R* =.101) of the
variance in visiting team points, and the F-statistic implies overall significance at far less than a
< .01. The coefficients for passing and rushing suggest a slightly greater effect for the visiting
team than the home team. If the coefficients are to be believed, an additional 100 yards passing
yields approximately 4 points for the visiting team, and an additional 100 yards rushing is worth
7.4 points.

The dome effect is weakly significant for the home team, but not significant for the visiting team.
We retain the dome variable to be consistent with prior empirical results.
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Do the regression equations produce reasonable results? On at least one basis, we can conclude
that the answer is yes. Our model produces a predicted spread of -3.32—that is, the home team
is expected to score 3.32 more points on average than the visiting team. This is consistent with
the mean spread of -2.84 from Table 1.

Betting Results

We entertain three betting strategies for the predicted points versus the over/under line on the
games. These strategies are:

1. Bet only games for which our predicted spread differs from the betting line by more
than 10 points.

2. Bet only games for which our predicted spread differs from the betting line by more
than 8 points.

3. Bet only games for which our predicted spread differs from the betting line by more
than 5 points.

It is widely known that a betting strategy on such games must predict correctly 52.4% of the time

to be successful. If a given methods cannot beat this 52.4%, as a betting strategy it is deemed to
be a failure.

TABLE II: RESULTS OF DIFFERENT BETTING STRATEGIES

Betting Strategy Games W-L-T Win
(Differential) “Played” Record Percentage
> 10 points 4 2-1-1 67%
> 8 points 10 6-3-1 67%
> 5 points 41 17-21-2 44.7%

Table II contains a summary of the results for the three betting strategies. The first betting
strategy yields only four “plays” over weeks seven through fifteen. That betting strategy would
have produced two wins, one loss, and one tie (or push, in betting parlance). For this small
sample, this strategy is, of course, profitable. The second strategy (a differential greater than 8
points) yields 10 plays and a record of 6-3-1—a winning percentage of 67%. The 5 point
strategy yields 41 bets and a 44.7% success rate.

It is important to note that we make no adjustment for injuries, weather, and the like that would

be considered by those who make other than simulated wagers. We offer these methods only as
a guide, not as a final strategy.

SUMMARY AND CONCLUSIONS
The regression results in this paper identify promising estimating equations for predicting the

spread between the scores of NFL opponents. In a rolling regression framework, we apply the
method to three simulated betting procedures for NFL games for weeks 7-15 of the 2008 regular
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season. Betting strategies that require a large differential between the regression method and the
betting line are profitable, albeit for a relatively small sample.
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FORECAST THE EXISTING-HOME SALES IN THE U.S.

Andrew Light
Liberty University

ABSTRACT

Since 2007, the U.S. housing market slump has become a major concern among the policy makers,
investors, home owners, and the general public. What is the outlook for the housing market in the near
future and will this problem be over soon? Based on the selected time-series model, our forecast suggests
that the existing-home market will be stable in the next six months, November and December of 2008 and
January through April of 20009.

INTRODUCTION

The housing market has been weak since its recent peak in 2005. Then, the sharp drop in the housing
prices in 2007 contributed to the subprime loan crisis [1]. This dramatic change in the housing market not
only affects the construction industry, it also may have a significant impact on the whole economy [3].
We are still in the midst of the housing problem with the increase in the delinquency rate and foreclosure
rate.

In this paper, the time-series models as well as regression models are specified to forecast the existing-
home sales in the U.S.. Through this research, we try to predict the future development of the housing
market.

THE DATA PATTERN OF THE EXISTING-HOME SALES IN THE U.S.

Figure 1 shows the seasonally adjusted existing-home sales (EHS) in the U.S. from January 1999 to
Octber 2008, the most recent data available. From the figure, we can see that EHS data have a slightly
upward trend.

To confirm this trend pattern, a 12-period plot of autocorrelation functions (ACF) for EHS data is shown
in Figure 2. Since all ACFs are significantly different from zero and slowly decreasing, this provides an
additional evidence for a trend in the EHS data.
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FIGURE 1

Existing-home sales (EHS) in the U.S. January 1999 to October 2008
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FIGURE 2

12-period plot of autocorrelation functions (ACF) for EHS
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TIME-SERIES MODELS FOR EXISTING-HOME SALES

Since the EHS data have a trend, three time-series models are chosen for estimation and forecasting
purposes: Holt’s exponential smoothing, the decomposition, and the autoregressive integrated moving
average (ARIMA) [4].

We use the data from January 1999 to April 2008 as the historical period for model specification. The
next six months period from May 2008 to October 2008 is chosen as the holdout period in which the
actual data are available to compare with ex-post forecast in order to evaluate the accuracy of the model.

Excel-based Forecast X software is used for estimation and forecasting [2]. Table 1 shows two error
measurements, the mean absolute percentage error (MAPE) and the root-mean-squared error (RMSE), for
different models.

TABLE 1
MAPE and RMSE
Models Historical period Holdout period
Jan. 1999-Apr. 2008 May 2008-Oct. 2008
MAPE | RMSE | RMSE/Mean* | MAPE | RMSE | RMSE/Mean*
Holt’s exponential
smoothing 1.90% | 146,876 2.49% 5.46%% | 312,050 6.26%
Decomposition with
exponential
smoothing 1.09% | 81,334 1.38% 1.83% | 115,771 2.32%
ARIMA(0,1,0)(1,0,0) | 1.93% | 145,971 2.47% 2.01% | 127,245 2.55%
Regression model 1.88% | 142,659 2.41% 1.71% | 104,548 2.10%

*Mean of EHS for the historical period is 5,908,482 and for the holdout period is 4,981,667

For the historical period, the decomposition with exponential smoothing has the smallest MAPE and
RMSE, while Holt’s exponential smoothing and ARIMA have less than 2% in MAPE. However, when
we perform the ex-post forecast for the holdout period, the errors in Holt’s exponential smoothing
increase significantly, but the decomposition with exponential smoothing and ARIMA maintain small
errors.
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REGRESSION MODELS FOR EXISTING-HOME SALES

For regression analysis, we consider the following independent variables, 30-year mortgages rate (Rate),
the median price for existing home (Price), and real disposable personal income (RDPI). Using data from
January 1999 to April 2008, we have regression equation (1)

(1) EHS =13,954,930 — 354,546 Rate + 35.37 Price -1,554 RDPI

(-5.78) (11.56) (-9.21)
Durbin-Watson (1) = 0.36

Although all coefficients are significant, the signs for coefficients of Price and RDPI are not what we
expect. Durbin —Watson statistic shows the existence of the first-order serial correlation.

One way to solve the problem of serial correlation is to add lagged EHS as an independent variable. The
modified regression equation becomes

(2) EHS=1,558,868 + 0.96 EHS (t-1) - 67,214 Rate + 1.05Price — 138 RDPI
(24.78) (-2.55) (0.58) (-1.60)
Durbin-Watson (1) = 1.95

There is no serial correlation now according to Durbin-Watson statistics. However, the signs for
coefficients of Price and RDPI are still incorrect.

Since Price and RDPI are highly correlated with the correlation coefficient of 0.92, we choose to include
only either Price or RDPI with lagged EHS and Rate in the model.

(3) EHS=1,267,332 + 0.98 EHS (t-1) — 64,124 Rate — 91.91 RDPI
(39.02) (-2.49) (-2.85)
Durbin-Watson (1) = 1.98

(4) EHS=626,610 + 1.00 EHS (t-1) — 51,818 Rate — 1.64 Price
(34.14) (-2.10) (-2.40)
Durbin-Watson (1) = 2.02 R’=96.06%  Adj. R*=95.95%
The sign for the coefficient of RDPI in equation (3) is still incorrect. Equation (4) is the best regression
model with correct signs for all coefficients, high adjusted R?, no serial correlation problem, and all

coefficients are significant.

We also specify the auto-regression model, AR(1), shown in equation (5)
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(5) EHS=93,192 + 0.98 EHS(t-1)
(49.81)
Durbin-Watson (1) = 1.81 R?=95.79%

Compare with AR(1) model, equation (4) only has slight improvement in terms of higher R? value. We
decide to choose equation (4) as our regression model for forecasting purpose because it shows that
mortgages rate and housing price are important variables that affect the existing-home sales. The errors in
estimation and forecasting using regression equation (4) are shown in table 1.

FORECAST EXISTING-HOME SALES FOR THE NEXT SIX MONTHS

Even though the regression model has smaller errors than those of the decomposition model for the
holdout period, the decomposition model has much lower errors for the historical period. In addition, to
use regression model in forecasting EHS, we need to forecast 30-year mortgages rate and the existing-
home price first. This may add additional error in forecasting. Therefore, we choose the decomposition
with exponential smoothing model and the data from January 1999 to October 2008 to forecast EHS for
the next six months shown in Table 2 and the appendix. The forecast suggests that the existing-home
sales would be stable for the period of November and December of 2008 and January through April of
2009.

TABLE 2
Actual and forecast EHS numbers for 2008

Month Actual value | Fitted value Forecast value
May-2008 4,990,000 4,924,787

June 4,850,000 4,953,353

July 5,020,000 4,961,781

August 4,910,000 4,984,961

September 5,140,000 5,007,684

October 4,980,000 5,030,714

November 5,019,746*
December 5,008,233
January-2009 5,013,832
February 5,031,697
March 5,018,915
April 5,006,831

*Mean for the forecast period is 5,016,542
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CONCLUSION

What is the outlook for the housing market in the near future and will this problem be over soon? In this
paper, we focus on the existing-home sales in the U.S. Based on our forecast, it seems that this market
would be stable in the next six months. Give the market enough time to adjust and with the recent
government intervention, the existing-home market might be on the way to recovery.

APPENDIX

The forecast EHS for the second half of 2008 based on the decomposition model with exponential

smoothing trend.

| Forecast -- Decomposition Selected

Forecast

Date Monthly Quarterly Annual

Nov-2008 5,019,745.65

Dec- 2008 5,008,232,72 10,027,978.38 10,027,978.38
Jan - 2009 5,013,832.08

Feb- 2009 5,031,696.98

Mar- 2009 5,018,914.72 15,064,443.78

Apr- 2009 5,006,830.76

Accuracy Measures Value
Mean Absolute Percentage Error (MAPE) 1.11%
R-Square 98.75%
Root Mean Square Error 81,605.80
Theil 0.55
Method

Statistics Value
Method

Selected Decomposition
Basic Exponential
Method Smoothing
Alpha 1.00
Decomposition Type Multiplicative

Forecast
Statistics Value
Mean 5,861,335.93
Standard
Deviation 732,455.09
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The Economics of a Woody Ornamental Plant Breeding Program

Forrest Stegelin
Associate Professor, University of Georgia

For decades, businesses have observed and experienced the consumer response to branding.
Brands of even the most common and mundane products have given the marketers of these
products opportunities to differentiate and utilize different pricing strategies, in accordance with
the positioning of the brand in the consumer’s mind. Likewise, the producer of these products
could also focus on margin improvement which leads to increased profits and improved
profitability (return on investment).

Environmental horticulture producers and marketers did not partake in the branding activity until
the late 1990s. The ornamental plant and floriculture sectors drifted toward the mature pha